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Disclaimer

In der Handreichung werden antisemitische, ras-
sistische, frauenfeindliche und andere menschenver-
achtende Inhalte, Gruppierungen sowie Strategien der
Radikalisierung auf Social Media-Plattformen thema-
tisiert. Diese Themen kdnnen belastend oder (re-)trau-
matisierend wirken. Sollten Sie sich unwohl fihlen oder
eine Pause bendtigen, steht es Ihnen jederzeit frei, die
Lektlre des Textes zu unterbrechen bzw. zu beenden.

Es ist wichtig zu betonen, dass der Umgang mit
den hier behandelten Inhalten ein gewisses Paradox
in sich tragt, da Aufklarungsarbeit Uber antidemo-
kratische Akteur*innen deren Inhalte zwangslaufig
sichtbar macht und so unbeabsichtigt zu ihrer Reich-
weitensteigerung beitragen kann, obwohl sie eigent-
lich darauf abzielt, deren Wirkung zu begrenzen (Bil-
dungsstétte Anne Frank, 2024, S. 7). In Anlehnung an
Hubscher & Mering (2024) werden hier hasserfullte Arti-
kulationen markiert, indem menschenverachtende
Begriffe und Aussagen durchgestrichen werden, denn
auch die Darstellung von Hass in Forschungsarbeiten
wirkt reproduzierend (Hubscher 2024, S. 24).

Unser Ziel ist es, gerade aufgrund der Dringlichkeit
des Themas durch Sensibilisierung und Aufklarung
das Bewusstsein fur diese Problematik zu scharfen
und die zugrunde liegenden Verschleierungstaktiken
sichtbar und durchschaubar zu machen.

Das hier vorgestellte VR-Projekt wird daher von
einem Projektbeirat begleitet, der sich unter anderem
aus Anti-Bias-Trainer*innen zusammensetzt. Dieser
Beirat reflektiert regelmdBig die Chancen und Gren-
zen immersiver VR-Umgebungen im Bereich der dis-
kriminierungskritischen  Bildungsarbeit, um einen
verantwortungsvollen  Umgang mit den Inhalten
sicherzustellen.

Sollten |hnen Probleme in der Darstel-
lung auffallen, danken wir far Hinweise an

info@turtie-ur e[ oder svenjahahn@imude ]
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Meme /mi:m/

digitale Kommunikations-
akte, die sich typischerweise
als humorvolle oder ironische
Text-Bild-Arrangements
manifestieren und Uber sozi-
ale Medien verbreitet werden.

Hidden Code /'h1d.°n koyd/
Symbole, Begriffe oder Zei-
chen mit einer verschlissel-

ten und kontextabhdngigen
Bedeutung, die meist nur fir
Eingeweihte erkennbar ist.

Pepe the Frog /pepe 6o frog/
urspriinglich unpolitische
Comicfigur aus dem Webco-
mic Boys Club von Matt Furie
von 2005, die mittlerweile zu
einem internationalen Hass-
symbol wurde.

Die Neuen Rechten

geistige Strémung, die sich
durch subversive dsthetische
Strategien und eine moderne
Inszenierung von Rechtsextre-
mismus auszeichnet.

Plattformaffordanzen

alle wahrgenommene Hand-
lungsmoglichkeiten, die sich
aus der Interaktion zwischen
Nutzer*innen und Plattformen
ergeben.

Community-Guidelines
/ka'mju:.na.ti 'gard.lainz/
festgelegte Regeln und Ver-
fahren, die Social Media-Platt-
formen verwenden, um zu
bestimmen, welche Inhalte
zuldssig sind und welche
entfernt, gesperrt oder einge-
schrankt werden.

algorithmische Radikalisierung
Prozess, bei dem Nutzer*innen
durch die Funktionsweise von
Algorithmen auf Social Media
zunehmend in extreme ideo-
logische und politische Positio-
nen hineingefthrt werden.

Algorithmen

schrittweise Abfolge von
Anweisungen oder Regeln

zur Lésung von Problemen,
Verarbeitung von Daten oder
Ausfiihrung spezifischer Funk-
tionen.

Ob als Meme, Video-Edit oder im Deckmantel eines Hidden Code - ras-
sistische, antisemitische, frauenfeindliche und andere menschenverach-
tende Inhalte verbreiten sich auf Social Media-Plattformen wie Instagram
oder TikTok in rasanter Geschwindigkeit, prégen zunehmend deren Bild-
landschaft und sind langst Teil des digitalen Mainstreams geworden. Mit
Memes wie »Pepe the Frog« verbreiten Rechtsextremist*innen Ideologeme
in einer zeitgemdBen Szene- und Jugendsprache und zeigen auf diese
Weise, dass Social Media zentraler Agitationsraum der rechten Szene ist
(Musyal & Stegemann, 2020). Beliebte Formate, aber auch aktuelle Trends
und Challengeswerden bedient, verdndert und mitdeneigenen Narrativen,
Symbolen, Sounds und Bilderwelten bespielt (Bildungsstétte Anne Frank,
2024). Daher gilt es, sich von der verbreiteten Vorstellung zu l6sen, dass ext-
remistische Biotope nur verborgen im Darknet existieren und gedeihen
(Ebner, 2019). Die Neue Rechte leisten nur selten Treueschwtire im Fackel-
schein, stattdessen schicken sie Memes, versenden Emojis und inszenie-
ren sich auf TikTok (Strick, 2021). Denn die >>Radika(isiemnq&mo\S(hiV\en, die
die heutigen Extremisten zusammenbaven, [...] sind kinstlich intelligent,
emotional manipulativ und wirken mit Macht in die Gesellschaften hinein«
(Ebner, 2019, S. 10). Die Unterwanderung von Mainstreamformaten und
-asthetiken ist Teil des subversiven Ansatzes rechter Influencerinnen und
Creator*innen, gezielt Plattformaffordanzen ausschopfen und auswei-
ten, ohne damit gegen plattformspezifische Sanktionsmechanismen und
Community-Guidelines zu verstoBen.

Die Bildungsstatte Anne Frcmk spricht in diesem Zusammen-
hang auch von »algorithmischer Radikalisierung™: Die Nutzenden wer-
den auf die Inhalte zubewegt, nicht umgekehrt (Bildungsstdtte Anne
Frank, 2024). Auf diese Weise werden extremistische Inhalte nicht selten
ungewollt bzw. passiv konsumiert, obwohl die User*innen bspw. nicht
danach gesucht haben, aber eventuell vulnerabel daftir sind (Lehmann
& Schréder, 2021; Neumann, 2016; Pauwels et al. 2014). Studien zeigen, dass
Algorithmen vor allem die Sichtbarkeit von provokanten und hasserftill-
ten Inhalten steigern und bevorzugt verbreiten, da sie mehr Interak-
tion und eine léingere viewtime generieren und somit profitabler fir die
Plattformen sind (Munn, 2020a; Munn 2020b). Am Beispiel der Videoplatt-
form Youtube zeigen wissenschaftliche Studien (Haroon et al, 2022)
und Medienbeitrage | ] (Roose, 2019) auf, wie in Youtubes Empfehlungs-
algorithmus und der Autoplay-Funktion sogar die Ursache fur die Radi-
kalisierung sehen. »Man geht davon aus, dass die sozialen Medien in 90
Prozent aller Radikalisierungen eine virulente Rolle spielen und fiir einen
Signifikanten Anteil terroristischer Aktionen Unterstitzung generieren
(Ebner, 2019, S. 9).

Neben Interaktionsmetriken wie Likes, Kommentare, Shares und
Klickraten, bestimmen bei TikTok jedoch auch Asthetiken die Beliebt-
heit und Relevanz von Inhalten (Hibscher, 2024). Es entsteht ein


https://www.bs-anne-frank.de/mediathek/publikationen/das-tiktok-universum-der-extremen-rechten
https://arxiv.org/pdf/2203.10666
https://www.nytimes.com/interactive/2019/06/08/technology/youtube-radical.html

Wiedererkennungswert, eine identitatsstiftende Asthetik, ein Mittel indi-
rekter Kommunikation. Auf Social Media-Plattformen wird so eine visu-
elle Hegemonie erzeugt, die den Eindruck eines Massenbewegung ver-
mittelt, was zu einer Normalisierung und Habitualisierung im Denken
und Fahlen fuhrt (Bildungsstdtte Anne Frank, 2024; Becker & Fillies, 2024).
»Vser¥innen, die in ihren online-Milieus kontinuierlich mit bestimmten
Perspektivierungen in Berithrungen kommen, gewohnen sich an diese,
was zu einer Verinnerlichung und ggf. Reproduktion damit korres-
pondierender Vovs’(ellunqen und Bewer’runqen fihren kann« (Becker
& Fillies, 2024, S. 39). Der Algorithmus verstdrkt diesen Prozess, indem er
Inhalte bevorzugt, die mit den bisherigen Seh- und Deutungsmustern
der Nutzer*innen Ubereinstimmen, und so immer homogenere Feeds
erzeugt. Auf diese Weise kann ein algorithmisch erzeugter Radikalisie-
rungstunnel entstehen, ein sogenanntes Rabbit Hole.

Gerade wegen ihrer subtilen Erscheinungsform sind rassistische,
antisemitische, frauenfeindliche und andere diskriminierende und
menschenverachtende Inhalte auf Social Media fur junge Nutzer*innen
nicht sofort als solche erkennbar. Obgleich die Millennials und die Gen Z
als Hauptnutzer*innen der Plattformen (JIM Studie 2023; Bildungsstdtte
Anne Frank, 2023) mit Social Media aufgewachsen sind, die zugrun-
deliegenden Mechanismen und Funktionslogiken sind ihnen hdufig
nicht bewusst. Gleichzeitig ist die Notwendigkeit diskriminierungskri-
tischer digitaler Bildungsarbeit so offenkundig wie nie. Umso wichti-
ger erscheint es, (jJunge) Menschen fur diese subversive Strategien und
rechte bis rechtsextreme Codes, Asthetiken, multimedialen Bildwelten
und Narrative zu sensibilisieren sowie Decodier- und Dechiffrierungs-
kompetenzen einzulben.

VR bietet hier die Mdglichkeit, neue sensorische, interaktive und emo-
tionalisierende Zugdnge im Umgang mit schweren Themen zu entde-
cken. Virtuelle Gedenkstatten und Kl-Zeitzeug*innen sind eindrickliche
Beispiele dafur ( Schnabel, 2024,' siehe LediZ—Projekt ). Auf der
Grundlage dieser Erfahrungen und Erkenntnisse wurde die VR-Umge-
bung »Down the Rabbit Hole« entwickelt. Dabei handelt es sich um ein
interaktives, exploratives und immersives VR-Erlebnis zu Social Media,
das Nutzer*innen den metaphorischen Fall ins »Rabbit Hole« und die
Sogwirkung der algorithmischen Radikalisierung nacherleben I&sst.
»Down the Rabbit Hole« ist eine VR-Trainingswelt, die zum Probehandeln
im virtuellen Raum einladt: Die Teilnehmer*innen kénnen dort rechte bis
rechtsextreme Codes dechiffrieren, eigene Seh- und Sprachgewohnhei-
ten reflektieren und sich so flr die subversiv-dsthetischen Strategien der
Neuen Rechten sensibilisieren. Das immersive Format macht den Ralb-
bit-Hole-Effekt als ganzheitliche Erfahrung erfahrbar und erméglicht es,
durch reflektierte Interaktionen und das Erkennen der »Hidden Codes«
den Weg aus diesem digitalen Strudel bewusst nachzuvollziehen.

Rabbit Hole /reeb.1t haul/
Phdnomen, bei dem Nut-
zer*innen durch algorithmisch
gesteuerte Empfehlungen auf
digitalen Plattformen schritt-
weise in immer spezialisiertere
oder extremere Inhalte gelei-
tet werden.

Millenials /mr'len.i.alz/

(auch Generation Y) umfasst
eine Generation, die etwa zwi-
schen 1981 und 1996 geboren
wurde und in einer Zeit des
Ubergangs von analogen zu
digitalen Medien sozialisiert
wurde.

Gen Z /dzen zi:/

bezeichnet eine Generation,
die etwa zwischen 1997 und
2012 geboren wurde und
deren Sozialisation von digi-
talen Technologien, sozialen
Medien und global vernetzten
Kommunikationsformen
gepragt ist.



https://www.bpb.de/shop/zeitschriften/apuz/antisemitismus-2024/549361/antisemitismus-in-digitalen-raeumen/
https://epub.ub.uni-muenchen.de/95053/1/Handreichung.pdf

Sharing-Funktionen /fes.rin/
ermdglichen es Nutzer*innen,
Inhalte wie Beitrdige, Bilder,
Videos oder Links mit ihrem
eigenen Netzwerk oder einer
breiten Offentlichkeit zu teilen.

Inhaltsmoderationsrichtlinien
s. Community-Guidelines

Content-Graph /ken'tent greef/
Zentrale Spezifikation von
Social Media-Algorithmen -
analysiert Interaktionen der
Nutzer*innen mit Inhalten und
empfiehlt auf dieser Basis the-
matisch oder visuell dhnliche
Inhalte.

Social-Graph /sou fal greef/
Zentrale Spezifikation von
Social Media-Algorithmen -
basiert auf den sozialen Ver-
bindungen und Netzwerken
der Nutzer*innen und gene-
riert Vorschldge auf Grund-
lage dieser Beziehungen.

4chan /fo:r tshan/

anonymes, bildbasiertes und
weitgehend unmoderiertes
Imageboard.

Reddit /redst/
Social-News-Aggregator und
Online-Plattform, auf der Nut-
zer*innen Nachrichten, Artikel,
Links oder andere Inhalte
teilen, bewerten und kommen-
tieren kénnen.

Subreddits
themenspezifische Bereiche,
die von Nutzerinnen erstellt
und moderiert werden.

Mods /modz/

freiwillige Mitglieder einer
Online-Community, die die
Einhaltung von Community-
Regeln Uberwachen und die
Ordnung aufrechterhalten.

Um zu verstehen, wie Social Media-Plattformen Radikalisierungspro-
zesse vorantreiben und verstdrken kdnnen, missen wir die technologische
Gestaltung dieses Raumes und die Einflussnahme des Plattformdesigns
auf die Produktion, Rezeption und Verbreitung menschenverachtender
Inhalte, aber auch auf die Méglichkeit zur Sanktionierung genauer ansehen
(Bossetta, 2024). Zu wichtigen Designelementen und -kriterien zéhlen bei-
spielsweise unterstltzte Medien, Sharing-Funktionen, Benutzerverbin-
dungen und Inhaltsmoderationsrichtlinien (Bossetta, 2024), aber auch der
jeweilige plattformspezifische Algorithmus, der einer bestimmten Aus-
spielmechanik folgt (z.B. Content-Graph oder Social-Graph). All das nimmt
Einfluss auf die Art, Sichtbarkeit und Reichweite aller Inhalte in sozialen
Medien, einschlieBlich menschenverachtender Inhalte (Bossetta, 2024
Bildungsstatte Anne Frank, 2024). Demnach

(Bossetta, 2024, 5.322)

Onlineforen: Reddit & 4chan

Unterschiede im Design lassen sich auch im Vergleich von den klas-
sischen Plattformen wie TikTok, Instagram, Facebook oder Twitter und
Online-Foren wie 4chan oder Reddit erkennen. Wahrend man auf Sociall
Media-Plattformen durch den Algorithmus personalisierte Inhaltsempfeh-
lungen ausgespielt bekommt, entscheidet man sich als Benutzer*in eines
Online-Forums wie Reddit oder 4chan stdrker aktiv dazu, zu bestimmten,
meist thematischen Subcommunities zu navigieren (z.B. Boards wie /pol/
von 4chan oder r/ Subreddits auf Reddit) und Treffpunkte mit Gleichgesinn-
ten aufzusuchen - ein zentraler Designunterschied (Bossetta, 2024; Strick,
2021). Wahrend Reddit sich selbst als »the frontpage of the internet« nennt,
beschreibt Strick (2021) Reddit als

(Strick, 2021, S. 370). Nicht zuletzt
herrscht in vielen dieser Rume hdaufig ein Mangel an Meinungsvielfalt,
auch Gegennarrative haben hier nur wenig Platz. Sie bilden einen Néhribo-
den fir Intoleranz und menschenverachtende Aussagen, welche aufgrund
der Selbstmoderation auf Community-Ebene durch sog. »Mods, freiwillige
Mitglieder der Community, nur selten sanktioniert werden. So verfiigen ein-
zelne Communities (»Subreddits«) Uber Community-spezifische Regeln, die



von den »Mods« basierend auf den einzigartigen und oft sehr spezifischen
Themen ihrer Community erstellt und durchgesetzt werden und damit den
GroBteil der Community-Moderationsaktionen auf der gesamten Platt-
form durchflhren. Nutzertinnen mit einem extremistischen Weltbild kon-
nen dort mit anderen oft anonym bleibenden Gleichgesinnten in Kontakt
treten, um andere fur ihre Sache andere zu manipulieren, zu radikalisieren
und fur die eigene extremistische Ideologie gewinnen. Dies hat zur Folge,
dass sowohl rechtsextreme Inhalte Uber die »Yorherrsehaft—der-WetBerx,
Islamfeindlichkeit und antisemitische Ansichten als auch solche aus dem
Incel Milieu auf Reddit bereits identifiziert wurden (|Gaudette et al, 2021 | k] ;
Hiaeshutter-Rice & Hawkins, 2022 ,' Helm et al, 2022 |k} ). Die L6schungs-
liste der groBen Sperrungsaktion und DeplatformingmaBnahme, auch als
»The Great Ban« (Sweat, 2020) bezeichnet, der Reddit-Betreiber*innen im
Frahjahr 2020 umfasste knapp 2000 communities. Gleichzeitig fuhrte das
aber nur zu einem weiteren Versteckspiel: »Ein Sub wird o]esPerH’, die Nut-
zerFinnen versammeln Sich in einem Ausweichforum mit anderem Namen —
einem 30genann+en ban evasion sub — neu. [...] Im EHeld’ ist die Zensur o«u{
Reddit eine Maschine zur Bildung neuer Slogans, Verkleidungstaktiken und
Reizworter [...]. Reddit ist ein organisches Modell zur spielerischen Beqri{.[s—
arbeit an neven Aa]ﬁmﬁonsspm(ken fir die online-Welt, wie Sie auch bei den
modernisierten He’fz’oeqvi{{en der Rechten zu finden ist.« (Strick, 2021, 5. 371)

Von Radikalisierungsforen in den Mainstream

Haufig lasst sich ein zweistufiger Ablauf beobachten, bei dem Online-
foren wie Reddit und 4chan gewissermaBen als »Radikalisierungszentrenc
dienen, in denen RekrutierungsmaBnahmen stattfinden und entstehen.
Forschungen zeigen, dass menschenverachtende Memes aus Online-
Foren zunehmend in den Mainstream-Social-Media-Bereich gelangen
(Bossetta, 2024, S. 324). So fanden Zannettou et al. (2020), Belege dafur,
dass dass insbesondere die /pol/-Subcommunity von 4chan und The_
Donald auf Reddit eine zentrale Rolle bei der Verbreitung solcher Inhalte
auf Twitter spielten (Bossetta, 2024, S. 324). Ihren Ursprung auf Alt-Right-
Boards wie Politically Incorrect (/pol/) nehmend, bahnen zahllose Tro-
pen aus rechtsextremen Foren sich ihren Weg auf einschlégige Social
Media-Plattformen und Mainstreammedien, werden dort recycelt, legi-
timiert und popularisiert werden (Ebner, 2023). »Da die Benutzer “innen
innerhalb eines online-Forums wie /po(/ in der Regel in Verbino\umg
mit Gleichgesinnten stehen, miissen Forumsmitglieder eine viel[altigere
Nutzer*innenbasis in den Mainstream-Social-Media erreichen, um ihre
Reichweite zu vergrofern. Technisch gesehen, konnen [...1 Forumsmitglie-
der Memes entwickeln und innerhalb ihrer how\oqu\eV\ Netzwerke teilen,
bevor ie versuchen, sie in den Mainstream-Social-Media-Kanalen weiter-
2uverbreiten. « (Bossetta, 2024, S. 324)

Incel Milieu /'1n.sel haul/
(Kurzform von involuntary
celibates) Uberwiegend
heterosexuelle Mdanner, die
sich selbst als sexuell enthalt-
sam definieren und online wie
offline ihr frauenhassendes
Weltbild verbreiten.

Deplatforming /de'pla:tfosmm/
endgultige Entfernung von
Konten, Einzelpersonen oder
Gruppen, um die Verbreitung
von Inhalten oder Meinungen
zu verhindern, die gegen die
Regeln der Plattformen ver-
stoBen.

The Great Ban /8s grert baen/
siehe Deplatforming

Politically Incorrect

/pa'lit.a.k°Li 1n.ka'rekt/

(auch: /pol/) ist ein Unter-
forum auf dem Imageboard
4chan, welches sich zu einem
zentralen Sammelpunkt der
extremen Rechten entwickelte.



https://www.frontiersin.org/articles/10.3389/fpos.2022.805008/full
https://www.researchgate.net/publication/360630827_Examining_incel_subculture_on_Reddit
https://www.researchgate.net/publication/344217650_Upvoting_extremism_Collective_identity_formation_and_the_extreme_right_on_Reddit

Imageboard /1nittf bo:et/
Online-Forum, in dem der
Austausch primdr Uber Bil-
der und kurze Textbeitréige
erfolgt; Das bekannteste Bei-
spiel ist 4chan.

/pol/
siehe oben: politically incorrect
= /pol/

Normies

abwertende Bezeichnung fur
Personen, die als mainstream-
orientiert oder auBerhalb sub-
kultureller Online-Communi-
ties stehend wahrgenommen
werden.

NPCs

(Kurzform von Non-Player-
Characters) ein aus dem
Gaming-Bereich stammender
Begriff, der in rechtsextremen
Online-Diskursen und Meme-
Kulturen abwertend auf reale
Personen Ubertragen wird,
denen mangelnde Individuali-
tat, kritisches Denken oder
Selbstreflexion unterstellt wird.
> siehe u.a. Normies.

Imageboards wie 4chan

Dass Extremist*innen sich jugendkulturelle Ausdrucksformen zu
eigen machen, um dadurch ihre Attraktivitdt zu steigern, an Reichweite
zu gewinnen und so besonders junge Menschen zu erreichen, die még-
licherweise gar nicht politisch oder ideologisch motiviert sind, ist bereits
mehrfach angedeutet worden. Nicht zuletzt sind v.a. in den letzten zehn
Jahren auch zahlreiche Hobby-Communities und jugendliche Netz-
kulturen von Extremist*innen systematisch fur die Verbreitung eigener
Narrative und Verschwoérungserzdhlungen benutzt worden. Hierzu zahlt
auch das urspriingliche Anime-Imageboard 4chan (Ebner, 2023).

Wahrend es im Jahr 2003 als Austauschformat Uber japanische
Animes und Mangas war, ist 4chan mittlerweile ein Ort, an dem Ras-
sismus und Rechtsextremismus geduldet werden. Dies ist ua. dem
Umstand geschuldet, dass es bei 4chan keiner Registrierung bedarf.
Eine weitere Spezifik des Plattformdesign ist auch, dass alle Nutzer*in-
nen anonym posten und kommentieren, statt eines Namens wird
als Autor*in eines jeden Beitrags »Anonymous« aufgefthrt (Wiege
der Web-Bewegung Anonymous, vgl. Konrad et al, 2072). Obwohl
Plattformen wie Facebook und Instagram d&hnliche Moglichkeiten der
Vernetzung, Kommunikation und Offentlichkeit anbieten, unterscheiden
sie sich aufgrund des Plattformdesigns wesentlich von 4chan. Wdhrend
Plattformen wie Facebook auf dem Prinzip der Klarnamenregistrierung
und damit auf einem »idealen« Online-Ich basieren, vertritt der 4chan-
Grinder Christopher Poole die Ansicht, dass Identitat facettenreich sei,
»mehr wie Diamanten (sind], je nach Blickwinkel sieht man ein anderes
Bild.« ( Poole auf der Web-Konferenz in Dublin, 2011, min. 1:30—7:57 ).
Damit verweist Poole auf das Selbstverstdndnis von 4chan als anonymen,
fluiden Raum, in dem Nutzer*innen nicht durch feste Identitdten, son-
dern durch wechselnde Rollen, Masken und Ausdrucksformen agieren. Im
Schutz der Anonymitdt lassen sich gesellschaftliche Tabus leichter Uber-
schreiten, wahrend Verantwortung hinter dem kollektiven Label »Anony-
mous« verschwindet und durch die weitgehend sanktionsfreie Struktur
der Plattform weiter abgeschwdacht wird. So sinkt die Hemmschwelle, ille-
gale oder grenziberschreitende Inhalte zu posten oder zu dulden. Nicht
zuletzt finden sich auf 4chan Videoaufzeichnungen von Kinderpornogra-
fie, Drohungen und Aufzeichnungen von Gewalt, Frauenfeindlichkeit und
Rassismus (vgl. Analysen von Hine et al, 2017: Bernstein et al, 2011). Neben
der Funktion als Keimzelle neuer Inhalte, speziell Memes und anderer
Bilderwelten beherbergt 4chan bpsw. auch Foren fur die Planung von
politischen Kampagnen (|Bundesamt fir Verfassungsschutz, 2024 ).
So existieren Unterseiten wie »/pol/ - Politically Incorrect, ein Poli-
tik-Forum, wo téglich tausende rassistische Memes geteilt werden,
zu Online-Attacken auf sog. »Normies« oder »NPCs« aufgerufen wird
und wo User*innen behaupten, maBgeblich am Wahlerfolg Donald


https://www.spiegel.de/netzwelt/web/4chan-die-ursuppe-von-anonymous-a-823255.html
https://youtu.be/e3Zs74IH0mc?si=QSVX9FFAGrzo57o1
https://www.verfassungsschutz.de/SharedDocs/publikationen/DE/rechtsextremismus/2024-09-rechtsextremismus-im-internet.pdf?__blob=publicationFile&v=2

Trumps 2016, den Naziaufmdrschen in Charlottesville und der Entstehung

der Neonazi-lkone Pepe the frog verantwortlich sein (,'
Ayyadi, 2019: Glossar von ). Das groBtenteils englisch-

sprachige Unterforum /pol/ beschrdankt sich dabei nicht nur auf die
US-amerikanische Alt-Right-Szene, sondern ist international ausgerich-
tet. Eine interdisziplindre zeigt, dass deutsche Nutzer*innen
hier einen groBen Teil der User*innen darstellen (). Doch
neben politisch motivierten und menschenverachtenden Inhalten ste-
hen auch Postings ohne tieferen Sinn. Diese werden teilweise auch
»lulz« (eine Abwandlung von »Laughing out louds, kurz »lol«) genannt.

4ehan zahlt damit zu den schillerndsten Plattformen: »Selten lagen
menschenverachtender Hass und a]ewal’(ige Kreativitat so dicht beiein-

ander.« (|Konrad et al. 2012[&] )

Alt-Right-Szene /zlt rat/

ist eine onlinebasierte Sub-
kultur, die Rechtsextremismus,
Nationalismus, Rassismus und
Antiliberalismus verbreitet.



https://www.vice.com/de/article/eine-uberraschend-grosse-menge-der-posts-in-4chans-politik-forum-kommt-aus-deutschland/
https://www.vice.com/de/article/eine-uberraschend-grosse-menge-der-posts-in-4chans-politik-forum-kommt-aus-deutschland/
https://www.spiegel.de/netzwelt/web/4chan-die-ursuppe-von-anonymous-a-823255.html
https://www.belltower.news/rechte-cyberkultur-glossar-ueber-die-extrem-rechte-digitale-subkultur-84077/
https://cdn.aaai.org/ojs/14893/14893-28-18412-1-2-20201228.pdf

Strategien extremistischer
Kommunikation

Moderationsrichtlinien
siehe Community-Guidelines
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Neben dem Plattformdesign spielt auch die dort verwendete Design-
sprache (Hornuff, 2019) eine zentrale Rolle fur die Dynamik der Verbrei-
tung menschenverachtender Inhalte. Beide Elemente - Plattformdesign
und Designsprache — greifen ineinander. So priorisieren Plattformen
wie TikTok v.a. algorithmisch dsthetisch ansprechende und interakti-
onsférdernde Inhalte und schaffen auf diese Wiese eine Art »visuelle
Hegemonie, die bestimmte gestalterische Prinzipien beglnstigt und
verstarkt ( BSAF, 2024). Extremistische Akteur*innen nutzen diese
Mechanismen strategisch, indem sie ihre Inhalte an die Anforderungen
des Plattformdesigns anpassen, um Moderationsrichtlinien zu umge-
hen und so ihre Sichtbarkeit zu maximieren. Besonders deutlich zeigt
sich dies in der Integration jugendkultureller Trends, die anschlussfahig
an breite Zielgruppen ist und gleichzeitig die Normalisierung extremis-
tischer Inhalte begulnstigt.

Wie Hornuff (2019) betont, ist die Designsprache rechter bis rechts-
extremer Akteur*innen also kein neutraler Akt der Gestaltung, sondern
eine strategische Praxis. Sie verfolgt das Ziel, géngige Stil- und Formkon-
ventionen des Mainstreams zu Ubernehmen, um diese zu unterwandern
und gesellschaftsfahig zu machen:

(Hornuff, 2019, S.11)

Gerade in digitalen Rdumen, in denen algorithmische Mechanis-
men Uber Sichtbarkeit entscheiden, wird die &sthetische Gestaltung zu
einem zentralen Mittel, um extreme Botschaften in algorithmisch opti-
mierte, scheinbar harmlose und zugleich attraktive Formate zu Uber-
fGhren.


https://www.bs-anne-frank.de/mediathek/publikationen/das-tiktok-universum-der-extremen-rechten

Emojis als Hidden Codes

Ein Beispiel fur das Zusammenspiel von Plattformdesign und Design-
sprache ist die Nutzung von Emojis als »Hidden Codes«. Denn durch ihre
Alltaglichkeit und Mehrdeutigkeit kdnnen mit ihrer Hilfe algorithmische
und menschliche Moderationsmechanismen leicht umgangen und dabei
die Grenzen des Sagbaren verschoben werden (Titz & Lehmann, 2023).
Diese Funktion macht Emojis zu einer zentralen Form des sogenannten
Algospeak (von engl. algorithm, »Algorithmus« und speak, »sprechenc; erst-
mals bei Lorenz, 2022), eine spezifische Sprachstrategie, die darauf abzielt,
algorithmische Moderationssysteme zu umgehen und einen Shadowban
oder eine Léschung zu vermeiden. Urspriinglich entstand Algospeak im
Umgang mit tabuisierten oder sensiblen Themen wie Sexualitét, psychi-
scher Gesundheit oder Diskriminierung, wird jedoch zunehmend von anti-
demokratischen Akteur*innen instrumentalisiert und gezielt als mediale
Strategie zur Verschleierung extremistischer Inhalte eingesetzt (Titz &
Lehmann, 2023). Algospeak reicht daher vom kreativen Akt der Selbster-
machtigung bis hin zur gezielten Umwegkommunikation (Beyer & Liebe,
2013) als antidemokratische Medienstrategie (Titz & Lehmann, 2023). Ins-
besondere rechte Akteur*innen nutzen diese Methode, um antidemokrati-
sche Ideologien zu verbreiten. Als Teil einer komplexen Symbolwelt rechter
Akteur*innen (Steiner, 2017) erflllen Emojis eine doppelte Funktion: Einer-
seits dienen sie der Codierung ideologischer Inhalte mit identitétsstiften-
der Wirkung und als Erkennungszeichen innerhalb rechter Szenen (auch
genannt Dogwhistling). Andererseits ist ihre Verwendung nicht strafbar,
da sie nicht explizit verfassungsfeindlichen Symbole darstellen. Meist
erfolgt die Verwendung von Hidden Codes in Kommentaren oder Beitrd-
gen in ironischen oder scheinbar scherzhaften Zusammenhdngen, was
die Identifikation und Moderation zusdtzlich erschwert. Entscheidend ist
dabei, dass sich Hidden Codes nicht allein durch ihre Erscheinung, son-
dern vor allem durch den Kontext ihrer Verwendung definieren lassen. Erst
durch den Zusammenhang, in dem sie genutzt werden, entfalten sie ihre
ideologische Bedeutung und transportieren menschenverachtende oder
verschwoérungsideologische Botschaften.

Algospeak /zel.g° spizk/
bezeichnet die Verwendung
codierter Sprache auf Social
Media, um algorithmische
Inhaltsmoderationssysteme zu
umgehen und Uber tabuisierte
oder sensible Themen zu
kommunizieren.

Moderationssysteme
siehe Community-Guidelines

Shadowban /fzed.ou baen/
Praxis auf Social Media-Platt-
formen, bei der Nutzer*innen
eingeschrankt bzw. unsicht-
bar gemacht werden, ohne
dass diese dartber informiert
werden.

Umwegkommunikation
Strategie, bei der menschen-
feindliche Ideologien in ver-
schlUsselter Form verbreitet
werden.

Dogwhistling /'da:g wistin/
Kommunikationstechnik,

bei der in scheinbar harm-
losen Botschaften versteckte,
geheime Signale platziert
werden, die nur von bestimm-
ten Zielgruppen verstanden
werden.

Podcast

»Nach den Rechten geschaut«
Folge #10 »Symbole und Codes -
Versteckte Hinweise der rechten Szene«



https://open.spotify.com/episode/74XYPNWefSgYt6go9Pclyp
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Beispiele fiir
Hidden Codes:

verweist auf den Verschwdrungs-
mythos, Anne Franks Tagebuch sei eine Féalschung, da
angeblich Kugelschreiberspuren enthalten seien und es
sich deshalb um eine Falschung handelt, weil Kugel-
schreiber wéhrend des Zweiten Weltkrieges noch nicht
in Massenproduktion erhdltlich waren. Solche Behaup-
tungen, die langst wissenschaftlich widerlegt wurden,
tauchen dennoch regelmdéBig in Social-Media-Kommen-
taren auf und werden durch den versteckten Code des
Emojis angedeutet (Kopa, 2024). Hidden Codes wie dieser
verdeutlichen, wie digitale Symbole strategisch einge-
setzt werden, um geschichtsrevisionistische und antisemi-
tische Narrative zu verbreiten.

In rechtsextremen Kreisen werden zwei
Blitz-Emojis haufig als Ersatz fur die doppelte Sigrune
der Schutzstaffel (SS) verwendet. Da die Darstellung
der SS-Runen in Deutschland verfassungsfeindlich und
somit strafbar ist (Uberblick strafbare Symbole und
Kennzeichen: Bundesamt flir Verfassungsschutz .
2022), nutzen Rechtsextreme diese Emoji-Kombination,
um ihre Gesinnung zu signalisieren und sich &ffentlich
mit dem Nationalsozialismus zu identifizieren, ohne juris-
tische Konsequenzen zu flrchten (vgl. BSAF , 2024)

Ein weiteres Beispiel ist die Emoji-Kom-
bination aus der Osterreichflagge und dem Maler-Emojj,
der sog. »Austrian Painter« (6sterreichischer Maler). Dieser
wird in rechtsextremen Kreisen als verschlisselter Hinweis
auf Adolf Hitler verwendet wird und bezieht sich auf Hit-
lers mehrfache Bestrebungen, an der Wiener Kunstakade-
mie zu studieren - ein biografisches Detail, das in diesen
Kontexten h&ufig mythologisiert wird, indem die Kréin-
kung seiner kiinstlerischen Zurtickweisung als Ursprung
seines spdteren »Racher«-Narrativs inszeniert wird.

die Verwendung des Emo-
jis »Mann, der die Hand hebt« wird in rechtsextremen
communities als Code fur den strafbaren Hitlergru
verwendet. Dieses Emoji, das urspriinglich dazu gedacht
ist, emanden darzustellen, der sich meldet, wird subver-
siv eingesetzt, um eine visuelle Anspielung auf die NS-
GruBgeste zu erzeugen (vgl. BSAF , 2024,).

f
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=/ That Austrian painter painted the history
with blood because he didn't get to be an

average painter

W@ Bruh wanted to be just a painter but the
world made him a villain

POV: History Teachers

When u can‘t Name a

Austrian Painter in 1939

1,733 comments

A Nice Painter From Austria (&
| have been summoned



https://www.verfassungsschutz.de/DE/themen/rechtsextremismus/verbotsmassnahmen/verbotsmassnahmen_node.html
https://www.bs-anne-frank.de/mediathek/publikationen/das-tiktok-universum-der-extremen-rechten
https://www.bs-anne-frank.de/mediathek/publikationen/das-tiktok-universum-der-extremen-rechten
https://www.tiktok.com/@keine.erinnerungskultur/video/7335555919566228768
https://www.tiktok.com/@keine.erinnerungskultur?lang=de-DE

Zahlencodes und Algospeak

Neben Emojis nutzen rechtsextreme Akteure weitere Algospeak-Praktiken wie Zahlencodes,

Sprachformen wie intentional verdnderte Schreibweisen:

Zahlencodes dienen in der rechtsextremen
Szene als Erkennungszeichen. Meist beziehen
sie sich auf die Positionen von Buchstaben im
Alphabet oder stehen fir symbolische Zahlen
aus rechtsextremer Ideologie. Beispiele daflr
sind:

»88«: Eine Anspielung auf »Heil Hitler«, da H
der achte Buchstabe im Alphabet ist.

»la« Bezug auf die »14 Words, ein rechts-
extremes »Glaubensbekenntnis« »We
must secure the existence of our people
and a future for white children.

Zahlencodes werden hdufig in Kommen-
taren, Benutzernamen oder Hashtags einge-
bettet wie beispielsweise #88problems oder
#proudl4, die fur AuBenstehende unverddchtig
wirken, aber innerhalb der Szene klar erkenn-

bar sind.

Sprachcodes und Algospeak - dariber
hinaus werden auch intentional ver&nderte
Schreibweisen verwendet, um gezielt algorithmi-
sche Moderationssysteme zu umgehen (Steen et
al, 2023; Mimikama, 2022). Beispiele hierfur sind:

Leetspeak bzw. intentionale Schreibfehler:
Begriffe wie »J0Oden« statt »Juden« oder
»Hiler« statt »Hitler«.

Phonetische Abwandlungen: Woérter wie
»Sieg« werden in »5ieg« umgewandelt, um
subtil auf NS-Ideologie anzuspielen.

Phdnomene wie Algospeak zeigen, dass
Plattformen durch ihr Design Rahmenbedin-
gungen fur Kommunikation vorgeben. Die
Nutzer*innen entwickeln darauf abgestimmt
»kreative« Ausdrucksformen, um diese Regeln
zu umgehen. Dieses Zusammenspiel von Platt-
formdesign und Designpraktiken verdeutlicht
nicht nur die Macht der Plattformen, Kommu-
nikationspraktiken zu prégen, sondern auch
die Herausforderung, diese subversiven Strate-
gien zu erkennen.



Memecharaktere in rechts-

extremen Online-Subkulturen

Echokammern

Raum, in dem nur dhnliche
Meinungen und Informatio-
nen verstdrkt werden, wodurch
alternative Perspektiven aus-
geblendet werden.

Memetic Warfare

/mi:'metik ‘wor.fer/

gezielter strategischer Einsatz
und Instrumentalisierung

von Memes zur Beeinflus-
sung politischer Diskurse

und Meinungsbildung sowie
zur Kontrolle von Narrativen
und Mobilisierung kollektiver
Emotionen.
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Obgleich Memes als zentrale Elemente digitaler Bild- und Kom-
munikationskultur nicht mehr wegzudenken sind, so muss ihre Rolle
im Kontext politischer Auseinandersetzung neu dimensioniert werden
(Wentz, 2019). Denn Memes haben sich in der digitalen Kultur als mach-
tige Werkzeuge etabiliert, die weit Gber humoristische Inhalte hinausge-
hen. Wie die Studie von Kolman (2018) zeigt, werden Memes besonders
durch ihre schnelle Verstandlichkeit, leichte Teilbarkeit und Popularitét
erfolgreich. Politische Botschaften werden so auf einfache Weise trans-
portiert und bieten eine leicht zugdngliche Alternative zu komplexen
Themen und Theorien, die tiefere Reflexionen und Selbstkritik erfordern
wirden. Konsumiert werden sie meist in Echokammern, wo sie Identi-
fikation mit dem Netzwerk féordern und den Eindruck erwecken, man
wlrde politisch oder intellektuell aktiv sein (Kolman, 2018). Zugleich
dienen Memes als Erkennungszeichen innerhalb von In-Groups, wobei
obskure Inhalte Zugehorigkeit signalisieren (Kracher, 2020). Insbeson-
dere in rechtsextremen Kreisen werden sie strategisch eingesetzt, um
politische Botschaften zu verbreiten und um bestehende Ressentiments
aufzugreifen und zu verstarken (|Amadeu Antonio Stiftung, 2023 ).

Es verhdalt sich mit Memes also dhnlich wie mit anderen sprachli-
chen Codes: sie sind sowohl Mittel als auch Ausdruck einer Ideologie, die
weit Uber das Wort oder Bild hinausgeht. Diese gezielte Agitation von
Memes zur Beeinflussung politischer Diskurse wird als »Memetic Warfare«
bezeichnet (Ascott, 2020).

Diese gezielte Instrumentalisierung von Memes zur Verbreitung
politischer Botschaften und Mobilisierung kollektiver Emotionen I&sst
sich gut anhand der Trump-Kampagne 2016 verdeutlichen. Unter dem
Banner des »Great Meme War« schufen anonyme Internetnutzer*innen
auf Plattformen wie 4chan pro-Trump und anti-Hillary Clinton Memes,
die von der breiten Offentlichkeit und Trump selbst aufgegriffen wur-
den. Diese Memes gingen nicht nur viral, sondern beeinflussten auch
die offentliche Wahrnehmung maBgeblich und starkten zentrale Nar-
rative (Wentz, 2019; Schreckinger, 2017) und fanden sogar Eingang in
Trumps eigene Kommunikationsstrategie. Diese Dynamik zeigt, wie die
gemeinsame Bedeutungsproduktion dazu beitrégt, narrative Kontrolle
Uber politische Themen zu erlangen (Leiser, 2019).

Die wachsende Bedeutung von Memes im politischen Kontext wird
auch deutlich, wenn man ihre Behandlung in der Militarforschung


https://www.amadeu-antonio-stiftung.de/publikationen/rechtsextreme-memes/

betrachtet. Hier gelten Memes zunehmend als zeitgendssische Kriegs-
waffen. So analysiert die DARPA (Defense Advanced Research Projects
Agency), die Forschungsabteilung des US-amerikanischen Verteidi-
gungsministeriums, im Rahmen ihres Projekts »Social Media in Strate-
gic Communications« die Nutzung von Memes als strategische Techno-
logien in Konfliktsituationen (Wentz, 2019). Bereits 2011 schlug Dr. Robert
Finkelstein die Einrichtung einer neuen Einheit, das sog. »Meme Control
Centerg, vor und auch das NATO-Kompetenzzentrum fur strategische
Kommunikation (StratCom) beschaftigt sich mit memetischer Kriegs-
fuhrung. Und nur wenige Jahre spdater forderte Jeff Giesea, ein US-
amerikanischer Unternehmer und friherer Trump-Unterstitzer, in der
NATO-Publikation »lt's time to embrace memetic warfare« (Gieseq, 2016)
die strategische Bedeutung von Memes in der modernen Informations-
kriegsfihrung zu erkennen (Gieseq, 2016). In seinem Artikel schreibt
er: »Memetic warfare [...] needs to be developed and brought into
mainstream military thinking. In doing so, it should be thought of ag
broader and more strategic than >weaponized trolling<. Memetic war-
fare [...] is competition over narrative, ideas, and social control in a
social-media battlefield. one might think of it ag a subset of >infor-
mation operai'ions( tailored to social media [...] Warfare {'hyoucjh
trolling and memes is a necessary, inexpensive, and easy way to help
o\esh'oy the appeal and morale o{- our common enemies [...] Tyolling,
it might be said, is the social media equivalent of querrilla warfare,
and memes are its currency o]l propaganda [...] s time to ao\op‘l’ a
more aggressive, proactive, and agile mindset and approach. It's time
to embrace memetic warfare.« (Geisea, 2016, S. 69)

Er beschreibt memetische Kriegsfihrung als einen Wettstreit um Nar-
rative, Ideen und soziale Kontrolle, der auf den Schlachtfeldern sozialer
Medien ausgetragen wird; eine Form des »Guerillakriegs« im digitalen
Raum, bei der Memes als Propagandawdhrung fungieren. Diese Perspek-
tive verdeutlicht, wie sehr sich Kommunikationsstrategien verschieben:
Humor, Ironie und virale Asthetik werden zu machtvollen Werkzeugen geo-
politischer Einflussnahme (Gieseqa, 2016; Ebner, 2019; Hubscher, 2024).

Online-Subkulturen: Trollarmeen und
TikTok-Guerilla

Die Verbreitung von Memes und ihre ideologische Instrumentalisierung
sind eng mit den Strukturen und Dynamiken verschiedener Online-Sub-
kulturen, Trollarmeen und virtuellen Soldaten verknipft, die sich oft auf
Plattformen wie 4chan, Reddit, Discord oder Telegram organisieren. Die
groBte Trollarmee Europas ist die sog. »Reconquista Germanica«. Die Beein-
flussung der Bundestagswahl 2017 in Deutschland stellte den ersten groBen
Meilenstein der Reconquista Germanica dar (Ebner, 2019; Bogerts & Fielitz,

Discord /d1s'ko:d/

kostenloses Programm fur
Instant Messaging, Chat
und Sprachkonferenzen, das
ursprunglich fur Gamer ent-
wickelt wurde.

Telegram /teligraem/
Messaging-Dienst, der
urspringlich fur die private
Kommunikation entwickelt
wurde, mittlerweile jedoch
auch eine zentrale Plattform
fur politische und soziale
Bewegungen darstellt.

Reconquista Germanica
rechtsextremes Troll-Netzwerk
auf Discord. Sie ist inzwischen
nicht mehr unter diesem
Namen aktiv; Nachfolge- oder
Abspaltungsstrukturen kon-
nen jedoch nicht ausgeschlos-
sen werden.

"BE o



https://stratcomcoe.org/pdfjs/?file=/publications/download/jeff_gisea.pdf?zoom=page-fit
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Repost-/
Multiplikationsaccounts
Bezeichnung fir Social-

Media-Profile, deren Haupt-
zweck in der Verbreitung
fremder Inhalte liegt.

TikTok-Guerilla /'tiktok ge'rilja/
Selbstbezeichnung eines
organisierten Netzwerks aus
AfD-nahen Aktivist*innen.

Andrew-Tate-Prinzip
Bezeichnet die Strategie
nach Andrew Tate, durch die
massenhafte Verbreitung
variierter Clips Gber zahlrei-
che Fan-Accounts die eigene
Online-Présenz auch nach
Sperrungen aufrechtzu-
erhalten.

Mosaik-Rechte

Netzwerk rechter und rechts-
extremer Akteur*innen, das
sich aus heterogenen Grup-
pen, Parteien, Bewegungen,
Medienprojekten und Einzel-
personen zusammensetzt.

Mosaik-Branding

Mit Mosaik-Rechten verbun-
dene Kommunikations- und
Inszenierungsstrategie.

2019). Mittels der Verbreitung von Desinformation, Anti-Merkel-Memes
und rechten Hashtags gelang es ihnen, den politischen Diskurs auf Social
Media zugunsten der AfD zu verschieben. Hashtags wie #FretaetichBettseh-
ferrd oder #nichtmetnekemnzierin schafften es in die deutschen Top-Trends
und wurden von AfD-Accounts geteilt (Ebner, 2019; Hlbscher & Walter, 2024).

Aber auch bei der aktuellen Bundestagswahl 2025 zeigt sich eine deut-
liche Einflussnahme rechter bis rechtsextremer Akteur*innen, die Gber ein
strategisch wirksames Netzwerk auf Social Media agieren. Dieses setzt
sich u.a. aus rechten Influencer*innen, Repost-Accounts bzw. Multiplika-
tionsaccounts, Themenseiten wie Meme- und Fan-Accounts zusammen,
die insbesondere auf Plattformen wie TikTok aktiv sind. Charakteristisch
ist das massenhafte Teilen und erneute Hochladen von Originalinhal-
ten, haufig unterlegt mit auffalliger Musik und visuellen Effekten. Die-
ses Phdnomen ist jedoch nicht allein Ausdruck spontanen Engagements,
sondern Teil einer strategischen Kommunikationspraxis der sog. »TikTok-
Guerilla, deren Vorgehensweise bereits im Sommer 2024 von Scherndl
und Nicolaus ( Correctiv) aufgedeckt wurde.

Eine zentrale Figur dieser Kampagne ist Erik Ahrens, Social-Media-
Stratege, Mitentwickler der AfD-Onlinekampagnen und zugleich
»Kopf« der TikTok-Offensive der Partei (Biurger, 2024). Als Grin-
der der »TikTok-Guerilla« orientiert er sich explizit am sogenannten
»Andrew-Tate-Prinzip«, das darauf abzielt, Reichweiteneinschrénkun-
gen durch die parallele Nutzung einer Vielzahl von Accounts zu umge-
hen ( Belltower.News, 2024 ). Die dahinterliegende Strategie ist ver-
gleichsweise simpel: Méglichst viele Profile verbreiten variierte Clips,
die auf demselben Ausgangsmaterial basieren, sodass automatisierte
Moderationstools unterlaufen werden und Inhalte - etwa von Maxi-
milian Krah - trotz algorithmischer Reichweitendrosselung weiterhin
omniprdsent auf TikTok erscheinen ( |Belltower.News, 2024). Auf
dem Telegram-Kanal der »TikTok-Guerilla« finden Unterstitzer*innen
Tutorials sowie das erforderliche Rohmaterial, darunter CapCut-Vor-
lagen mit konkreten Hinweisen zu Schnitt, Untertiteln und Musikaus-
wahl, die eine einheitliche Asthetik und algorithmische Optimierung
der erstellten Videos gewdhrleisten sollen.

Ziel der Kampagne ist es, den Eindruck einer organisch gewachsenen,
zahlenstarken und jugendnahen UnterstUtzer*innenbasis der AfD und
rechter Politik auf TikTok zu erzeugen - eine medienstrategische Inter-
vention, die Sichtbarkeit bewusst in Zustimmung Ubersetzen soll.

In Anlehnung an Matthias Quents Konzept der »Mosaik-Rechten
(Quent, 2017) beschreibt Viktoria Rosch dieses Zusammenspiel auch als
»Mosaik Branding« (Résch, 2023):

(Résch, 2023, S. 30).


https://correctiv.org/faktencheck/hintergrund/2024/08/22/rechte-propaganda-afd-werbung-von-tiktok-guerilla-shlomo-finkelstein-angerverse/
https://www.belltower.news/voelkische-vetternwirtschaft-wer-steckt-hinter-der-tiktok-strategie-der-afd-155629/
https://www.belltower.news/voelkische-vetternwirtschaft-wer-steckt-hinter-der-tiktok-strategie-der-afd-155629/

Die TikTok-Guerilla sowie andere Trollfabriken und ihre Taktiken
erinnern dabei stark an die Methoden der Alt-Right-Bewegung (Kurz-
form von »Alternative Right«), eine zeitgendssische Stromung der
Neuen Rechten, deren zentrale Themen Einwanderungsstopp, Natio-
nalismus, Antisemitismus, Rassismus und Antifeminismus sind und zu
deren Auswichsen die onlinebasierte (Sub-)Kultur der sog. Manos-
phere gezdhlt werden muss (Kracher, 2020). Die sog. Manosphere ist
ein breites und eher loses Netzwerk von maskulinistischen und anti-
feministischen Online-Foren und Gruppen wie Incels, MGTOWs, Pick-
up-Artists und anderen neofaschistische Gruppen. Deutsche Beispiele
sind Blogs wie »WikiMANNia«, »Wieviel Gleichberechtigung vertragt
das Land« oder rechte YouTuber wie Hagen Grell oder beispielsweise
die Identitdre Bewegung, aber auch Burschenschaften und rechte Par-
teien wie die AfD, die unter dieses Label fallen wirden (Kracher, 2020).
Trotz ihrer Heterogenitdt eint sie die grundlegende Uberzeugung
der sogenannten Redpill-ldeologie (Kracher, 2020, Rothermel, 2020):

cngeSchlecH’liche

(Kracher, 2020, S. 10-11)

Die »Redpill« ist zugleich eine Referenz auf den Film »Die Matrix«
von 1999, in dem der Protagonist Neo die Wahl zwischen einer roten Pille,
der Wahrheit, und einer blauen Pille, der Zustand der Unwissenheit, hat.
Die Redpill wird zum Symbol fir eine vermeintliche intellektuelle Uber-
legenheit gegeniber der »bluepilled« Mehrheit, die diese angebliche
Wahrheit nicht erkannt habe (Kelly, 2021). Der weitverbreitete Slogan
»Taking the red pill« steht in diesem Kontext fir ein Erweckungserleb-
nis, das dazu dient, vermeintliche Verblendungszusammenhdnge auf-
zubrechen und den herrschenden Diskurs als Mechanismus der Unter-
druckung darzustellen (Strick, 2021).

Die bekannteste Gruppierung der Manosphdre ist die sogenannte
Incel-Community (kurz fur »involuntary celibates«, unfreiwillig Zsliba-
tare), die durch ausgepragten Frauenhass, Antifeminismus und teils offen
antisemitische Weltbilder gepragt ist (Kracher, 2020). Lange Zeit galten
Incels als ein primar nordamerikanisches Phdnomen, das erst durch die
Anschlage von Elliot Rodger (2014) und Alek Minassian (2018) starker

Manosphere /'maen.s.sfie’/
lose miteinander verknipfte,
antifeministische Online-
Communities und Webseiten,
die sich gegen Feminismus,
Gleichberechtigung und fur
traditionelle Geschlechterrol-
len einsetzen.

Incel /1n.sel/

Kurzform von involuntary celi-
bate - sind Personen, die sich
selbst als unfreiwillig sexuell
enthaltsam verstehen.

(siehe Incel Milieu)

MGTOWs

= Men Going Their Own Way
- ist eine Mdnnerrechtsideo-
logie, die davon ausgeht, dass
moderne Gesellschaften und
insbesondere Frauen Manner
daran hindern, ein selbstbe-
stimmtes oder erfllltes Leben
zu fuhren.

Pick-Up-Artist /'pik.ap ‘a:r.fist/
kurz: PUA = Mdnner, die
Techniken entwickeln, um
Frauen durch emotionale und
psychische Manipulation zu
verfiihren und sexuelle Erfolge
zu erzielen.

Identitcre Bewegung
rechtsextreme, antiislamische
und nationalistische Gruppie-
rung, die sich als Avantgarde
der »Neuen Rechten« versteht.

Redpill /redp1l/

Die Redpill-Ideologie bezeich-
net eine maskulinistische
Verschwérungserzéhlung,

die davon ausgeht, dass der
weiBe, heterosexuelle Mann
durch den Feminismus und
die gesellschaftliche Gleich-
stellung unterdriickt werde.

cisgeschlechtlich

bezeichnet Menschen, deren
Geschlechtsidentitat mit dem
bei der Geburt zugewiesenen
Geschlecht Ubereinstimmt.
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ins 6ffentliche Bewusstsein rickte. Die mediale
Berichterstattung Uber die explizit frauenfeind-
lichen Motive der Tater und ihre Zugehdrigkeit
zur Incel-Ideologie machte die Verbindung zwi-
schen Online-Radikalisierung, Misogynie und
Gewaltbereitschaft sichtbar (Kracher, 2020).

Elliot Rodger veriibte 2014 im Alter von 22
Jahren auf dem Campus der Santa Barbara-

. Sy

Universitat in Kalifornien einen Amoklauf, bei
dem er sechs Menschen tétete und 14 weitere
verletzte. In seinem 137-seitigen Manifest »My
Twisted World« und mehreren Videos stellte
er die Incel-Ideclogie ins Zentrum seiner Tat-
motivation und wurde posthum zur Symbolfi-
gur dieser Online-Subkultur. Vier Jahre spdter
totete Alek Minassian in Toronto zehn Men-
schen, bekannte sich ausdricklich zur Incel-
Bewegung und erkldrte die Tat als Teil einer
»Incel-Rebellion«, wobei er Rodger als Vorbild
nannte (Makuch, 2018; Kracher, 2020).

In Deutschland lenkte der antisemitische
Anschlag in Halle 2019, die Aufmerksamkeit auf
mogliche Verbindungen zwischen Incels und
rechtsextremer Ideologie. Die Diskussion Uber
den Tater verdeutlichte, wie eng die Narrative
der Manosphdre, der Alt-Right und rechtsex-
tremer Stromungen miteinander verflochten
sind (Kracher, 2020). Obwohl rechter Terror in
Deutschland bedauerlicherweise eine lange
Tradition hat, markierte der Anschlag in Halle
eine neue Dimension: Ein Einzeltdter, der sein
seine Tat live ins Internet Ubertrug und dabei
zahlreiche Codes und Memes verwendete, die
aus von Incels frequentierten Imageboards wie
4chan stammten (Kracher, 2020, S.7ff).




Bekannte Meme-Templates und
Memefiguren der Incel-Community

Viele dieser Memes sind mittlerweile im Mainstream angelangt, wo
sie haufig — ohne Kenntnis ihrer problematischen Herkunft - rezipiert
und verbreitet werden. RegelmdBig werden somit alte, stark tberzeich-
nete Vorurteile, Stereotype und Rollenbilder im neuen Gewand bzw. als
einfache, mit MS Paint gezeichnete Comicfiguren in Memes reproduziert
( Amadeu Antonio Stiftung, 2027). Die gdngigsten geschlechtsspe-
zifisch verwendeten Memes der Incel-Community sollen im Folgenden
dargelegt werden:

»Wojack«- oder »Feels Guy«-Template: Zu den bekanntes-
ten Meme-Templates der Incel-Community zahlt »Wojack« oder »Feels
Guyg, ein Symbol fur allerlei negative Emotionslagen wie Antisozialitdt,
Depression und Einsamkeit (Strick, 2021, Amadeu Antonio Stiftung, 2021;
Kracher, 2020; hierzu auch die Memedatenbank knowyourmeme ).
Oft visualisiert es den empfundenen Schmerz tber das Fehlen roman-
tischer Beziehungen, haufig zusammengefasst in der Phrase »That Feel
When No GF (girlfriend)«. Seinen Ursprung hat das »Wojack«-Meme in
anonymen Foren wie /rSk/ auf 4chan, die auch als »white male safe
spaces« bezeichnet werden, in denen Gleichgesinnte Trost in der Mittei-
lung von »feels« fanden, oft in Form von Geschichten sozialen Scheiterns
oder Rachegedanken (Strick, 2021, S. 237). Im Laufe der Zeit vollzieht die
Figur Wojak einen »Wandel von depressiven Nerds zu Gefuhlsfaschis-
ten« (Strick, 2021, S. 242) und spiegelt damit die Transformation einer
urspriinglich selbstreflexiven oder solidarisch gedachten Mdnnerge-
meinschaft hin zu einer emotional aufgeladenen, zunehmend radika-
lisierten Online-Kultur wider. Als Verkérperung faschistischer Fihrerfi-
guren oder in der Umdeutung von Hitlers Mein Kampf zu Mein Fuhl hat
sich Wojack langst Uber die Urspriinge der Incel-Community hinaus
ideologisch aufgeladen und in faschistischen Kontexten weiter verbrei-
tet, bis hinein in den digitalen Mainstream (Kracher, 2020, S. 19; Strick,
2021, S. 238).

Der »Doomer«: Das Wojack-Meme findet mit dem »Doomer« eine
nihilistische und misanthropische Weiterentwicklung: aus dem trib-
sinnigen Feels Guy wurde ein rauchender, depressiver und resignierter
Charakter, der die Hoffnung auf Veranderung scheinbar aufgegeben
hat und dabei gleichzeitig den Hass auf die Welt und Mitmenschen als
vermeintlichen Ausdruck von Weisheit und Lebenserfahrung, kultiviert,
anstatt die zugrunde liegende Trauer zu adressieren (Kracher, 2020,
S. 18-20). Diese Haltung gipfelt in der misogynen und sexistischen Bewe-
gung »Men Going Their Own Way« (auch: MGTOW), einer allgemeinen
Abkehr von sexuellen Beziehungen und sozialen Bindungen (Strick, 2021,
S. 246). Frauen erscheinen in diesen Memes meist als bloBe Projektions-
flachen ohne eigene Subjektivitat, wahrend der Doomer ihnen haufig
Fragen stellt, die er mit vermeintlich vernichtenden Zurtickweisungen
beantwortet sieht (Amadeu Antonio Stiftung, 2021; Kracher 2020).

EIaC T T

Quelle: knowyourmeme

Do w like Carti?

Quelle: knowyourmeme

The 23 Year Old DOOMER

Maybo plays PE1... somotimos
NG BODS O CAFGAF ATVANCOMONT

Alcohotism

tried reading... triod fashion... triad Iifting

Ashamed to spoak
with family

WA NIAK 1A DAL AEELETHN

Hnun't mode a friend since 2012

Lost Youth

Cares... rat knuws there's
nothing he can do

Cloud Rap

Hat & Tindor but too

Quelle: knowyourmeme


https://knowyourmeme.com/memes/wojak
https://www.amadeu-antonio-stiftung.de/wp-content/uploads/2021/05/Frauenhass_Online.pdf
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Iooks away immediately
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Struggles to find
comfortable hand form

Might be too tense and rigid

walking pacesform lacks fluidity bacauss
e struggles to “autowalk” -
analegous to alwayes manually breathing

Walks too fast —
Compulsively needs to

pass anyone walking
shghtly slower than him

Long strides .

Quelle: Reddit
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stiff, straight arms Intentionally siaps and
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Little arm movement make his own path
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Bonus: Walking form is poised ke a with his spinal cord
Ciothing is 2 nevtral coloured Greek statue, perpetually in
Wears running shoes contrapposto —
Only weare black coats
Stands with a weird posture Rapidily tiptoes around ke in "going to 4
|5 inacure about how he walks tha stora” MANDATORY:

Does not feal the need 10 pass\\\
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submission
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Wears visually-painful bright neon atlire

$3000 highighter boots from Giusesps Zanotti

Does not wear a coat, is immune to cold

No one alive can insult his posture and gat away with i1
Does not read stupid shit drawn by Quentin

Template »Virgin vs. Chad«: Ebenso populdr ist das Template
»Virgin vs. Chad, das die vermeintliche Uberlegenheit des selbstbewuss-
ten, attraktiven und sozial erfolgreichen »Chad« gegentber dem unsi-
cheren, introvertierten, jungfraulichen und vermeintlich unattraktiven
»Virgin« inszeniert. In vielen Varianten verschmilzt die Figur des »Virgin«
mit dem antifeministischen Stereotyp des »Soyboy« bzw. »Soyjak, einer
abgewerteten, vermeintlich verweichlichten Mannlichkeit, die als durch
Feminismus oder politische Korrektheit geschwdicht gilt. Beide Figuren
fungieren damit als Kontrastfolie zur hypermaskulinen »Chad«-Figur,
die in rechtsextremen Memes hdufig mdnnliche Dominanz, sexuelle
Uberlegenheit und Gewaltbereitschaft glorifiziert.

So wird der Meme-Charakter »Chad« meist als hypermaskuline Figur
mit Ubersteigerten koérperlichen Attributen, sexueller Attraktivitdt und
einem selbstbewusst-sorglosen Auftreten dargestellt. In zahlreichen
rechtsextremen Memes dient diese Figur der Glorifizierung von Gewalt-
tatern und Terroristen. Neben dem weiBen »Chad« existieren auch eth-
nisch kodierte Varianten wie »Tyrone« fir Schwarze oder »Chaddam« fur
Araber, die oft rassistische Stereotype wie Aggressivitat und Hypersexu-
alitat bedienen.

»Becky« und »Stacy« bzw. »Stacy vs. Becky«-Vergleichs-
meme: Weibliche Charaktere in der Meme-Kultur der Incels fungieren
als Projektionsfléichen fur stereotype Zuschreibungen. Sie représentieren
entweder traditionelle Weiblichkeit, promiske Frauen oder Uberzeichnete
Feministinnen. Innerhalb der Meme-Kultur der Incels werden Frauen
haufig stereotyp und eindimensional dargestellt, meist als »das Andere«
in Abgrenzung zu einem madnnlichen »Meme-Subjekt«. Diese Darstellun-
gen laden selten zur Identifikation ein und reduzieren weibliche Figu-
ren nicht nur auf ihre Funktion als Reaktion auf ménnliche Charak-
tere (Amadeu Antonio Stiftung, 2021), sondern werden in der Incel-Logik
zudem entmenschlichend als »femetdscoder»FHOs«FemeteHumenoid
Srgemnistm)” bezeichnet. Zu den bekanntesten weiblichen Memefiguren
zdhlen »Becky« und »Stacy«. »Becky« reprasentiert die durchschnittliche,
oft unscheinbare Frau, wéhrend »Stacy« das Ideal einer hyperfemininen,



begehrenswerten Frau verkdrpert, die zugleich
das Bild der sog. Trad Wife (Traditional Wife)
bedient. Sie betonen »traditionelle« Werte und

The "Liberated" Ferninist The Tradwife

werden durch lange blonde Haare und Blumen-
musterkleider symbolisiert. Sie erscheinen hdu-
fig als Partnerinnen des »Yes Chad« und dienen
als positiv besetztes Gegenstlick zum Feindbild

e
Sy —

der Eeministin.  ____H "Rl |

=k 18 et
g

e ]
o bt

In typischen Meme-Darstellungen werden
»Becky« und »Stacy« dhnlich wie beim »Vir-
gin vs. Chad«-Meme gegenubergestellt, um 3
scheinbar gegensdtzliche Archetypen weibli- -yl
cher Identitét zu visualisieren. In sogenannten :
»Yes Chad«-Memes erscheint »Stacy« héufig oy
als perfektes Gegenstiick zu »Yes Chad«, dem
archetypischen »Alpha-Mann«. Dabei wird sie ® The Becky Ferninist ve The Stc:cy

als begehrte, passive Frau inszeniert, die tra-

ditionelle Geschlechterrollen erfullt und ihren Tradwife

idealisierten ménnlichen Partner bewundert.

* Andere Worte fur Frauen von Incels sind »Hete«x oder »tottet«
Frauen werden verbal auf ihre Kérperéffnungen reduziert, oder

gleich mit einem Objekt gleichgesetzt, das zur Entleerung von "“:m.:::
Fakalien gedacht ist. Oftmals verwenden Incels auch das Pro- ihres geringen (%
nomen »itc anstatt weiblicher Pronomen (Kracher, 2020, S. 78).
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Lebenswandel,

Referenz:

Correctiv.Faktencheck

(2022, 28. Oktober).
Ja, die AfD Sachsen
veroffentlichte dieses Bild
Uber die »traditionelle

Frau« auf Instagram. Quelle: Das Bild kursierte bereits 2021 in sozialen Netzwer-
Correctiv. Verngbor unter: I’)ttpS,'// ken, wie die Meme-Datenbank Know Your Meme dokumen-

. tiert (oben). Es dhnelt dem Bild, das die AfD Sachsen (unten)
correct/v.org/faktencheck/2022/70/28/ am 24. Oktober 2022 auf Instagram veréffentlichte. Laut
ja-die—c:fo’-sochsen-veroeffentlichte- einem Faktencheck von Correctiv wurde der Beitrag spdter

. . . . geldscht, jedoch durch archivierte Versionen und Screen-
dieses-bild-ueber-die-traditionelle- shots belegt.

frau-auf-instagram/
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Lukreta
ist eine rechtsextreme

Frauengruppe, die sich als
vermeintliche ,Initiative fur

Frauen” darstellt, jedoch
eine klar antifeministische,

queer- und transfeindliche
Agenda verfolgt.
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Antifeminismus und neurechte
Bildpolitik am Beispiel des
rechtsextremen Influencerinnen-
Kollektivs »Lukreta

Diese dichotome Darstellung von Geschlechterrollen, die weibliche
Selbstbestimmung abwertet und Frauen als Ursache einer vermeintlichen

»Krise« mannlicher Identitat konstruiert, fungiert als zentrales Narrativ in '-

SIS IR IBIN OIES=0RE Amadeu Antonio Stiftung, 2024 |k« BES

Die visuelle Reaktivierung tradierter Geschlechterbilder findet sich
auch im Umfeld der AfD sowie in Netzwerken und Splittergruppen
der Neuen Rechten. Konservative Familienideale, traditionelle Weib-
lichkeitsentwtirfe und bindre Geschlechter- und Rollenmodelle wer-
den dabei nicht nur &sthetisch-nostalgisch inszeniert, sondern gezielt
politisch aufgeladen. Auffdllig ist hierbei der Einsatz hochdésthetisier-
ter Bildwelten, in denen Frauenkdrper als Projektionsflache fungieren:
Traditionelle Weiblichkeitsmarker wie lange, blonde Zépfe, Blumen-
kleider oder eine schlanke Figur verschrdnken sich mit Symbolen von
Naturverbundenheit, Heimarbeit oder Mutterschaft. Die daraus resul-
tierende Asthetik der sogenannten »Tradwife«-Community verschleiert
extreme politische Botschaften durch ein Mosaik aus Lifestyle-, Natur-
und Familienmotiven (Résch, 2023, S.29ff.).

Exemplarisch zeigt sich dies bei der 2019 gegrindeten rechtsradika-
len Frauengruppe Lukreta, die sich in sozialen Medien als »Initiative jun-
ger Frauen« prasentiert, tatsdchlich jedoch eine klar antifeministische
Agenda verfolgt. Ihre strategischen Schwerpunkte liegen auf der Ethni-
sierung sexueller Gewalt, der Ablehnung reproduktiver Rechte und der
Verteidigung traditioneller Geschlechterrollen, die sich insbesondere
in LGBTQ+- und Transfeindlichkeit duBert. Uber Plattformen wie Insta-
gram verbreitet die Gruppe dsthetisch kuratierte Inhalte, die rassisti-
sche und queerfeindliche Narrative in einem scheinbar unpolitischen
Lifestyle-Rahmen verpacken und so niedrigschwellig anschlussféahig

nalelel s CIRNEEIAIEWA o] o]l e [ETateITaWN@ A madeu Antonio Stiftung, 2024 ).

Die Ablehnung vielfdltiger Gender-ldentitaten, Lebensentwirfe und
feministischer Theorien reicht weit UGber das extrem rechte Spektrum
hinaus. Expert*innen sprechen deshalb von »Scharnierdiskursen« (Debus,
2015) und von Antifeminismus als »Bruckenideologie« (Decker et al,, 2020),
die unterschiedliche politische Milieus verbindet (Goetz, 2022).

Grundlage ist ein rigider Geschlechterdualismus, der Differenz
naturalisiert, hierarchisiert und klare Rollen vorgibt. Dieses biologis-
tische Modell dient als identitatsstiftende Ordnung, stabilisiert die

Quelle: Instagram, @lukreta_official
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https://www.amadeu-antonio-stiftung.de/wp-content/uploads/2024/06/Echte-Maenner-Netz-FINAL.pdf
https://www.amadeu-antonio-stiftung.de/wp-content/uploads/2024/06/Echte-Maenner-Netz-FINAL.pdf

»otksgemetnscheafte nach innen und grenzt nach auBen ab. Statt viel-

faltiger Lebensentwlrfe werden normative Vorgaben propagiert, deren
Attraktivitat in den daraus abgeleiteten Privilegien und Dominanz-
strukturen liegt (Goetz, 2022).

Besonders auffdllig ist die Konstruktion von trans Menschen - ins-
besondere trans Frauen - als »Bedrohung fur Weiblichkeit«. Weibli-

che Selbstbestimmung und queere Lebensentwirfe werden abgewer-

tet und Transgeschlechtlichkeit als Ausdruck einer »degenerierten«
Moderne konstruiert, wahrend traditionelle Rollenbilder - Mdnner als
Erndhrer und Beschutzer, Frauen als MUtter und Ehefrauen - affirmativ
inszeniert werden.

Pepe the frog, urspringlich ein entspannter Comic-Frosch vom
Zeichner Matt Furie im Jahr 2005 erfunden, wurde »Pepe« etwa 2015/2016
zunehmend von rechtsextremen Gruppen und Online-Subkulturen auf
4chan und Reddit zum Hasssymbol umgedeutet und oft im Zusam-
menspiel mit antisemitischen, rassistischen und frauenfeindlichen
Memes verwendet (Wentz, 2019; Anti-Defamation League (ADL) ).
Zudem wurde eine eigene Meme-Sprache und Kultur um Pepe ent-
wickelt, die ihn zu einem Erkennungszeichen fur Eingeweihte machte,
beispielsweise im Kontext der fiktiven »Nation Kekistang, einer satirisch
aufgeladenen Online-»Mikronation, die auf den ersten Blick humorvoll
wirkt, tatsdchlich aber nationalistische, xenophobe und anti-liberale
Narrative in popkultureller Asthetik verpackt. Trotz seiner urspriingli-
chen »Unschuld« wird Pepe heute als universelles Erkennungszeichen
fir menschenverachtende Ideologien verstanden (ADL) :

AbschlieBend bleibt festzuhalten, dass antifeministische Bewegun-
gen wie die Incel-Community kein isoliertes Phdnomen darstellen, son-
dern ein Symptom tieferliegender gesellschaftlicher Strukturen ist.
Frauenhass, patriarchales Anspruchsdenken und die Ablehnung von
Gleichberechtigung sind keineswegs auf Randgruppen beschrénkt. Viel-
mehr fungieren sie, wie Studie der ADL von 2018 feststellte, haufig als
»Einstiegsdroge« flr radikale Ideologien. Diese Muster dienen als ideo-
logisches Bindeglied zu extremistischen Strémungen, insbesondere zu
rechtsextremen und antisemitischen Bewegungen.

Quelle: chathamhouse.org

Quelle: knowyourmeme
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https://www.adl.org/media/16587/download
https://www.adl.org/resources/hate-symbol/pepe-frog
https://www.adl.org/resources/hate-symbol/pepe-frog

Social Media Literacy (SML)
/'sau.fal 'mi:.di.e 'lit.er.a.si/
bezeichnet die Fahigkeit,
Inhalte in sozialen Medien
kritisch, reflektiert und verant-
wortungsvoll zu bewerten.
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»Down the Rabbit Hole«

Die Auseinandersetzung mit den Merkmalen des Plattformdesigns,
den algorithmischen Ausspielmechanismen und den dsthetischen
Strategien extremistisch motivierter Akteur*innen in den vorherigen
Kapiteln hat verdeutlicht, wie Social Media gezielt zur fléchendecken-
den Verbreitung menschenverachtender Inhalte genutzt wird. Trotz
einer zunehmenden wissenschaftlichen Auseinandersetzung mit der
Verbreitung menschenverachtender Inhalte auf Social Media auch im
deutschsprachigen Raum (z.B. Hubscher, 2024), bleiben deren spezi-
fische Dynamiken und globale Wirkungsweisen im Bildungskontext
weitgehend unbeachtet. Auch mangelt es an fundierten Programmen,
die sich mit den technologischen Wirkungsmechanismen von Algorith-
men, Validierungsmetriken wie Likes, Kommentaren und Views sowie
der Wirkung subversiver Designsprache beschaftigen (Hlbscher, 2024).

Dies unterstreicht den dringenden Handlungsbedarf sowohl in der
Wissenschaft als auch in der Praxis. Erfahrungsberichte vieler Lehrkrafte
weisen auf Vorfdlle hin, deren Ursprung haufig in sozialen Medien liegt
(Ballis, Hahn, Httl, Veeh i.V.). Gleichzeitig sind Plattformen wie TikTok oder
Instagram fur viele Schiller*innen zentrale Raume der Identitatsbildung
und Orientierung. Social Media-Plattformen bieten jungen Nutzer*in-
nen Inhalte, die durch personalisierte Algorithmen genau auf sie zuge-
schnitten sind, und schaffen Rdume, in denen sie sich kreativ ausdricken
oder an aktuellen Trends teilnehmen kénnen (Hubscher, 2024). Gleich-
zeitig sind diese Plattformen jedoch auch Orte, an denen Jugendliche
gezielt mit rassistischen und demokratiefeindlichen Positionen konfron-
tiert werden. Haufig erfolgt die Kontaktaufnahme in scheinbar unpoliti-
schen Diskussionen oder durch vergeschlechtlichte Ansprachen, um Mei-
nungen zu beeinflussen und extremistisches Gedankengut schleichend
zu normalisieren ( |Amadeu Antonio Stiftung, 2024 ). Studien wie
die die des Kompetenznetzwerks gegen Hass im Netz (2024) zeigen,
dass Schiler*innen in digitalen Rdumen regelmd&Big mit Hass, Gewalt-
androhungen, Diskriminierung, Rassismus und Antisemitismus kon-
frontiert sind und diese Erlebnisse als belastend empfinden. Diese
Omniprdsenz menschenverachtender Inhalte verdeutlicht nicht nur
die Dringlichkeit spezifischer Schulungsprogramme, sondern auch
die Notwendigkeit, eine Social Media Literacy (SML) stdrker in Bil-
dungskonzepte zu integrieren und mit neuen Methoden, Tools, und
Ideen zu beférdern (Hibscher, 2024, S. 14). SML »bezeichnet die Fd«hig—
keit von User¥innen, Inhalte in sozialen Medien kritisch zu bewerten,
sowohl in technologischer, koguitiver als auch emotionaler Hinsicht.«
(Hubscher, 2024, S. 34)


https://hateaid.org/wp-content/uploads/2024/04/Studie_Lauter-Hass-leiser-Rueckzug.pdf
https://hateaid.org/wp-content/uploads/2024/04/Studie_Lauter-Hass-leiser-Rueckzug.pdf

- Technologisch:  Verstdndnis von Algorithmen,

Datenverarbeitung und Empfehlungslogiken

- Kognitiv: Erkennen, Einordnen und Dekonstruieren
diskriminierender Inhalte

- Emotional: Empathisch und reflektiert auf Hassrede und
Diskriminierung reagieren

Um Hidden Codes, extremistische Tropen und Stereotype in men-
schenverachtenden Inhalten zu identifizieren sowie die dahinterlie-
genden Quellen und Motivationen zu verstehen, ist die Verbindung mit
Decodier- und Dekonstruktionskompetenzen zentral. Studien zeigen,
dass eine SML entscheidend dabei hilft, die Technologie hinter sozialen
Netzwerken zu verstehen und menschenverachtende Inhalte wie Desin-
formation und Hass effektiv zu reduzieren (Hibscher, 2024, S. 34; Gordon
et al, 2020; Syam & Nurrahmi, 2020; Yeh & Swinehart, 2022).

An diesem Punkt setzt das VR-Erlebnis »Down the Rabbit Holeg, eine
immersive virtuelle Umgebung, die die von Algorithmen ausgehende
Sogwirkung sozialer Medien durch die Simulation des Rabbit-Hole-
Effekts erlebbar macht und zur kritischen Reflexion Uber digitale Radi-
kalisierungsprozesse anregt. Als interaktives Trainingsumfeld fordert es
die Fahigkeit, versteckte Botschaften, Codes und Stereotype in Online-
Inhalten zu erkennen, zu dekonstruieren und bewusst mit ihnen umzu-
gehen. Ziel ist es, Nutzer*innen fir manipulative Kommunikationsstra-
tegien zu sensibilisieren und ihre Social Media Literacy im Umgang mit
extremistischen Inhalten zu stdrken.

Down the Rabbit Hole ist als interaktives Trainingsumfeld im virtuel-
len 3D-Raum zu verstehen, das gezieltes Probehandeln ermoglicht und
das EinUben von Handlungen unterstitzt. Ziel ist es, die Fahigkeit zur
Dekonstruktion und Decodierung von Hidden Codes in Bild und Spra-
che sowie von extremistischen Stereotypen und Chiffren anzubahnen
und zu starken. Durch interaktive Elemente wie anklickbare Symbole,
avatarbasierte Kommentarspalten und visuelle Markierungen werden
subtile menschenverachtende Botschaften, die sich oft in Memes, Emo-
jis und Hashtags verbergen, sichtbar gemacht.

Aufbau und Inhalte

Das VR-Erlebnis Down the Rabbit Hole greift den metaphorischen
Rabbit-Hole-Effekt nicht nur im Titel, sondern auch im Storytelling
frei nach »Alice im Wonderland« auf und lbersetzt ihn in ganzheitli-
che Lerner*inerfahrung. So beginnt die virtuelle Reise mit einem weiBen
Kaninchen namens »Harold Hops«, das die Teilnehmer*innen in einen
metaphorischen Kaninchenbau auf der Insel Rabbit Island, in das sog.
»Rabbit Hole« fUhrt — einem Sinnbild fur die schrittweise einengenden
und radikalisierenden Mechanismen sozialer Medien.
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Fahrt zu Rabbit Island

Um ins »Rabbit Hole« zu gelangen, beginnt die Reise der Nutzer*in-
nen mit einer Bootsfahrt zu Rabbit Island. Diese Insel fungiert als visu-
elles und konzeptionelles Abbild des digitalen Okosystems sozialer
Medien. lhre Struktur spiegelt die komplexen, vielschichtigen Ebenen
und Verbindungen wider, die das Internet und soziale Plattformen pra-
gen - rhizomartig miteinander verbundene Oberfldchen- und Tiefen-
strukturen, aus denen digitale Inhalte entstehen, sich entwickeln und
schlieBlich in den Mainstream gelangen (Fahle, 2022). Rabbit Island
wird so zu einem zentralen Einstiegspunkt in das immersive Erlebnis. Sie
verknUpft nicht nur geografisch, sondern auch narrativ die sichtbare
Oberfldche der sozialen Medien mit den verborgenen Tiefenstrukturen.

Der Fall ins Loch

Der Aufenthalt auf Rabbit Island markiert jedoch nur den Anfang
der Reise. Mit einem plétzlichen und unangekindigten »Fall ins Loch«
stUrzen die Teilnehmer*innen immer tiefer im freien Fall in das Rabbit
Hole - ein Ubergang, der die unkontrollierbare Sogwirkung algorith-
mischer Mechanismen veranschaulicht und das Geflihl des Kontroll-
verlusts verdeutlicht. Wahrend des Falls wird die Atmosphdre zuneh-
mend beklemmender: Die Lichtstimmung veréndert sich und auch die
Gerduschkulisse wird intensiver und der Raum beginnt sich spiralfér-
mig um die Nutzenden zu drehen. Nutzer*innen werden in einen Stru-
del aus Memes, Emojis und Postings hineingezogen, der algorithmi-
sche Dynamiken wie Wiederholung, Uberreizung und Kontrollverlust
dsthetisch verdichtet. Unerreichbare Ausgénge, UbergroBe Symbole
Klangrdume erzeugen das Gefuhl, in algorithmisch-radikalisieren-
den Architektur sozialer Medien gefangen zu sein. Auch die Umge-
bung verwandelt sich spuUrbar. Kihle, unterirdische Elemente 16sen
das zuvor vertraute Strandszenario ab und leiten Uber in die Hohle
der Postings, in der die Inhalte schlieBlich dekonstruiert werden.

Im Rabbit Hole angekommen

Im Rabbit Hole angekommen, eréffnet sich den Teilnhemer*innen
ein karger und kihler Raum, dessen W&nde mit Social-Media-Inhal-
ten bedeckt sind. Diese Beitréige decken ein breites Spektrum men-
schenverachtender Social Media-Inhalte ab - von Holocaustleug-
nung Uber frauenfeindliche Ideoclogien der Incel-Community bis hin
zu subtiler Desinformation und Hassrede. Die Darstellungen folgen
einem bewussten Balanceakt zwischen Authentizitdt und Distanzie-
rung, indem Inhalte zwar realitdtsnah, aber durch fiktionalisierende



Elemente prasentiert werden, um eine unkritische Reproduktion oder
Nachahmung zu vermeiden. Doch die Teilnehmer*innen sind nicht
allein: neben den Beitrdgen erscheinen personalisierte Kommentar-
spalten mit Avataren, die fiktive, aber typische Rollen wie »Redpil-
ler«, »Trolle« oder »naive Liker« einnehmen. Diese Figuren illustrie-
ren Strategien wie die Verbreitung menschenverachtender Narrative
durch Sarkasmus und Ironie oder die unbewusste Verstarkung solcher
Inhalte durch vermeintlich harmlose Interaktionen. Besonders effektiv
wird das immersive Erlebnis durch interaktive Aufklarungselemente
ergdnzt. Pins auf den Postings bieten zusdatzliche Informationen, etwa
zur Herkunft und Bedeutung bestimmter Codes oder Symbole. Inter-
aktive 3D-Elemente erlauben es den Teilnehmenden, die Bestandteile
eines Memes detailliert zu analysieren.

Zuriick an der Oberfldche

Das Erlebnis endet nicht einfach mit dem Fall durch den Kaninchen-
bau, sondern fordert die Teilnehmenden aktiv heraus, die Mechanismen
hinter menschenverachtenden Inhalten zu erkennen und zu dekonst-
ruieren. Wahrend ihres Aufenthalts im Rabbit Hole sammeln sie Buch-
staben, die gemeinsam ein Ldsungswort ergeben und symbolisch fir
die Erkenntnisse und Fahigkeiten stehen, die sie wahrend des Erlebnis-
ses gewonnen haben. Am Ende kehrt sich der Fall um: Die Nutzer*innen
steigen aus dem Strudel auf, wahrend die Inhalte um sie herum zerfal-
len, verzerren und fragmentieren. Diese Umkehr steht symbolisch fir die
Wiedergewinnung von Kontrolle und kritischer Distanz. So verbindet das
Erlebnis die emotionale Erfahrung des Kontrollverlusts mit der kogni-
tiven Reflexion Uber algorithmische Mechanismen und die dsthetische
Inszenierung menschenverachtender Inhalte - und macht auf eindriick-
liche Weise erfahrbar, wie Social Media Literacy (SML) als Schutzschild
gegen manipulative Dynamiken wirksam werden kann.
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Exkurs:

Diskriminierungskritische
Bildung durch Virtual Reality

Virtual Reality eréffnet Lernrdume, die kognitive, affektive, korperlich-
sinnliche und reflexive Dimensionen des Lernens verbinden. Gerade bei
komplexen, kontroversen und historisch belasteten Themen wie Antise-
mitismus oder anderen Formen gruppenbezogener Menschenfeindlich-
keit erfordert dies eine kritisch informierte, ethisch reflektierte und ver-
antwortungsvolle Gestaltung (Ballis & Hahn, 2025 i. V). Das dargestellte
Rahmenmodell von Ballis & Hahn (2025), gebiindelt aus empirischen
Befunden und Erfahrungen ous dient dazu, Virtual Reality
als diskriminierungskritischen Bildungsraum konzeptionell zu erschlie-
Ben, didaktisch zu strukturieren und hinsichtlich ihrer Wirkungspoten-
ziale kritisch zu reflektieren. Es operationalisiert zentrale Dimensionen
diskriminierungskritischer Bildung in VR und identifiziert funf Gestal-
tungsperspektiven fir die Entwicklung ethisch reflektierter Lernréiume,
die im Folgenden am Beispiel der VR-Anwendung Down the Rabbit Hole
exemplarisch erldutert werden.

Dimension didaktische Funktion

Narrativitat Sinnbildung & erlaubt Storyliving statt eréffnet Perspektiviibernahme, erméglicht Teilhabe
Involvierung Storytelling an marginalisierten Geschichten und férdert reflek-
tiertes Mit-Handeln

(LGSR korperlich-affektive Multisensorik, Immersion, starkt Empathie, unterstutzt leibliche Auseinander-
Beteiligung Interaktion, Embodiment setzung mit Ausgrenzung und vertieft Erfahrungen
durch multisensorisches Erleben

I \-_li'rtyalit'ﬁf |l schaffung eigener eigene GesetzmaBigkeiten, i ermoglicht die Rekonstruktion von Realitétenm stellt
2 Ak § Moglichkeitsrdume computergeneriert, simu- normative Ordnungen infrage und macht Machtver-
lativ, responsiv haltnisse sichtbar

Reflexion, Perspektivwechsel, ermoglicht produktive Irritationen, fordert gewohnte
Irritation & ethische Grenzerfahrung, Deutungsmuster heraus und unterstitzt eine eigen-
= | 3 Selbstverortung Dissonanz standige, verantwortliche Positionierung

Reprdasentation, Teil-  § Inklusivitat, technologische | fordert Bildungsgerechtigkeit, regt zur kritischen
habe & Gestaltung Innovation, Reflexion Uber Technikfolgen an und unterstitzt die
virtueller Raume Kommerzialisierung ethisch reflektierte Gestaltung zukunftiger Lernréume

Modell diskriminierung'skrit_i'scher Bildung mit Virtual Reality nach Ballis & Hahn (2025, i.V.)
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https://turtle-vr.de/

1 Narration - Sinnbildung durch Teilhabe
an erzdhlten Welten

Lernende treten in Virtual Reality-Umgebungen hdufig nicht als
passive Rezipient*innen auf, sondern agieren als aktive Subjekte
innerhalb interaktiver Erzdhlwelten. Sie erleben sich als Mitgestal-
tende, nehmen Einfluss auf den Handlungsverlauf und erfahren dabei
Partizipativitét und Agency. Dieses aktive Eingreifen flhrt zu Selbst-
wirksamkeitserfahrungen, erhdhter narrativer Involviertheit und
kann sogar Flow-Zustdnde begunstigen (Boelmann & Kénig, 2020).
Maschio (2017) fasst dieses Prinzip unter dem Konzept des Storyliving
zusammen: Lernende tauchen nicht nur kognitiv und emotional in
die erzdhlte Welt ein, sondern gestalten den Handlungsverlauf aktiv
mit und erleben sich dabei als kérperlich prdsente, interagierende
Akteur*innen sowie als Ko-Konstrukteur*innen der Erzahlhandlung -
als Teil von »lived stories« (Maschio, 2017). Damit eréffnet Storyliving
spezifische Chancen fur die diskriminierungskritische Bildungsarbeit,
da es Perspektiventibernahme und die Teilhabe an marginalisierten
Lebenswelten und -geschichten ermdglicht und so ein reflektiertes
Mit-Handeln fordert (Ballis & Hahn, 2025, i.V.).

Ganzheitlichkeit -
Lernen als verkorperte Erfahrung

Virtual Reality ermdglicht das Eintauchen in eine virtuelle Welt mit
dem eigenen Koérper und macht Lernen zu einer leiblich-situierten
Erfahrung. Affekte, Bewegungen und Sinneseindriicke werden zu inte-
gralen Bestandteilen des Bildungsprozesses: Greifen, Umsehen, kérper-
liches Reagieren oder das Splren rdumlicher Distanzen prégen, wie
Inhalte wahrgenommen, verstanden und erinnert werden. Dieses Prin-
zip knUpft an die Theorie der embodied cognition an, nach der Denken
und Lernen immer an kérperliche Erfahrungen gebunden sind (Varela
et al, 1991).

FUr Erlebens- und Bildungsprozesse in VR ist das Gefuihl des rdum-
lichen »Dortseins« zentral, das in der VR-Forschung als Place Illusion
bezeichnet wird (Slater, 2009). Dabei wird der virtuelle Raum nicht nur
visuell wahrgenommen, sondern kognitiv und sensorisch als realer
Handlungsraum erlebt, in dem sich Lernende mit ihrem Korper veror-
ten und besonders intensiv mit der Situation identifizieren.

Agency /‘er.dzen.si/
bezeichnet das Erleben von
Kontrolle und Einfluss auf
die virtuelle Umgebung in in
Virtual Reality (VR).

Storyliving /'sto:.ri 'lzv.mn/
beschreibt einen narrativen
Ansatz, bei dem Menschen
nicht lediglich Geschichten
konsumieren, sondern in sie
eintreten und sie aus einer
aktiven, verkorperten Perspek-
tive erleben.
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Gerade fur die Auseinandersetzung mit Diskriminierung und gesell-
schaftlicher Ungleichheit eréffnet diese verkérperte und réumliche
Dimension besondere Chancen: Erfahrungen von Ausgrenzung oder
Machtlosigkeit kénnen koérperlich und réumlich-situativ erfahrbar
gemacht werden (etwa durch diskriminierende Architektur), ohne Ler-
nende emotional zu Uberfordern oder solche Erfahrungen zu instru-
mentalisieren (Ballis & Hahn, .2025, V).

Angesichts dessen erfordert der Einsatz von Virtual Reality eine
sorgfaltige didaktische Kontextualisierung, um kritische Reflexion zu
ermoglichen und manipulativen Wirkungen entgegenzuwirken (Hel-
gert et al, 2023). Als immersive Technologie kann VR Emotionen gezielt
auslésen und Wahrnehmungen steuern; Virtual Reality ist somit kein
Selbstlaufer, sondern verlangt eine bewusst gestaltete didaktisch-
pddagogische Einbettung. Erst in einem Setting, das Reflexion und
kritische Distanz ermdglicht, kdnnen die Erlebnisse in Deutungs- und
Lernprozesse Uberfihrt und so zu einem Ausgangspunkt fur Empa-
thie, Perspektivenlbernahme und ethische Reflexion-werdensFiirseine
zukunftsgerichtete Bildungsarbeit ist VR daher nicht als technologische 5.
Innovation per se zu feiern, sondern als gestaltbare Lernumgebung zu
begreifen, die insbesondere in der antisemitismus- und diskriminie-
rungskritischen Bildung dialogische Aushandlungsprozesse anregt und
Perspektiventbernahme fordert (Ballis & Hahn, 2025)

Virtualitéit -
Rédume der Méglichkeitsgestaltung

Virtual Reality besitzt zugleich eine entgrenzende Funktion: Virtuelle
Welten kdnnen Wirklichkeit erweitern, physische GesetzmdaBigkeiten
aushebeln. Als Méglichkeitsraum kann VR neue Zeit-Raum-Strukturen
und schaffen reflexive Erfahrungsréiume jenseits dominanter Ordnun-
gen eroffnen und zugleich grundlegende Fragen aufwerfen: Wie wird
Wirklichkeit in VR dargestellt? Welche Welt wird gezeigt, und in welcher
Welt wollen wir leben? Wie konstruieren und gestalten wir Realitdten?

Dieses Potenzial erdffnet die Moglichkeit, normative Ordnungen
und gesellschaftliche Strukturen kritisch zu hinterfragen und alterna-
tive Designs zu erproben. Zugleich besteht die Herausforderung, virtu-
elle Lernrume so zu gestalten, dass sie nicht selbst diskriminierende
Muster reproduzieren. Virtual Reality als Medium wird damit selbst zum
Lern- und Unterrichtsgegenstand und initiiert Prozesse, die zur Refle-

xion Uber die Konstruiertheit von Welt anregen.




Transfqrmahon -
Reflexive Irritation als Bildungsimpuls

Zielist nicht die:VérmittIUng fertiger Deutungen, sondern die Ermag-
lichung von DissoﬁQ@Z-uhd Irritation. Durch narrative Briiche, Unein-
deutigkeiten und ‘moralische Spannungsfelder werden Lernende zur
aktiven Auseinond;—:'rs;etzung mit eigenen Wahrnehmungs- und Denk-
mustern angeregt - eine Transformation im Sinne eines »kritischen
Entlernens« und »Undoing«. Diese Prozesse entstehen nicht nur durch
didaktisches Design, sondern sind auch dem Medium selbst geschul-
det: VR erzeugt mit seiner spezifischen Interrealitdt - dem Spannungs-
feld zwischen physischem Kérper und virtueller Umgebung, zwischen
realem Ich und digitalem Avatar - ein »Dazwischen«, das tradierte
Gewissheiten infrage stellt. Dieses Erleben kann produktive Irritationen
hervorrufen, die Lernende nicht nur inhaltlich, sondern auch auf einer
existenziellen Ebene herausfordern.

-;f'_"unl"tspers ektive - Verantwortung
r digitale Bildungsréume

;!zﬂ}ﬁ)g{nftsgerichtete Bildungsarbeit bedeutet dies, Virtual
_ _B'ﬁéchnologische Innovation per se zu feiern, sondern als
::gestolt‘QoE E.sﬁfgqmgebung zu begreifen (Ballis & Hahn, 2025). Neben den
s)pek‘tien der Virtualitat und ihrer Konstruiert- bzw. Gestalt-
borkelt ruckeh dcmmt auch Fragen nach der Kommerzialitét von VR als
(Blldungs )TecHﬂﬂo}ogle in den Fokus: Welche Rolle spielen Unternehmen
wie Meta? Welche kommerziellen Plattformlogiken und algorithmischen

Vorsortlerungen.p_rcgen den Zugang zu Inhalten, und welche Ressour-
cen-, Abhdng_igKéits— und Machtstrukturen werden dadurch geschaffen?
Bildung mit VR ist nur dann zukunftsfahig, wenn sie diese Dimensionen
kritisch reflektiert und Fragen nach Sichtbarkeit, Teilhabe und Gerechtig-
keit in den Mittelpunkt stellt.




= Was kann ich tun?

Melden?! -
Wirksamkeit der Contentmoderation

Der gegenwdrtige Umgang mit menschenverachtenden Inhalten auf
Social Media konzentriert sich vorrangig auf reaktive MaBnahmen wie
das Melden problematischer Beitrage und die Uberprifung der Einhal-
tung plattformeigener Richtlinien, den sogenannten Community Guide-
lines. Diese Strategien sind zwar notwendig, greifen jedoch meist kurz-
fristig und adressieren die strukturellen Ursachen digitaler Hasskulturen
nur unzureichend. Gleichwohl stellt die Meldefunktion neben Rickzug
und Gegenrede weiterhin eine der verbreitetsten Formen des Umgangs
mit Hassrede dar (Hubscher & Pfaff, 2023).

Obgleich viele Social-Media-Plattformen Strukturen wie Content-
Moderationsteams und algorithmische Systeme zur automatischen
Erkennung und Entfernung problematischer Beitrdige implementiert
haben, bleibt die Wirksamkeit dieser MaBnahmen haufig unzureichend.
Studien und Erfahrungsberichte zeigen, dass algorithmische Systeme
haufig fehlerhaft arbeiten, da sie die kontextuellen Feinheiten von
Memes, Ironie oder subtil verschlisselten Botschaften wie Hidden Codes
und Algospeak nicht zuverldssig erkennen kénnen.

Dies belegt auch eine Studie des Center for Countering Digital
Hate | B¢] aus dem Jahr 2021. Forscher*innen testeten Meldestrukturen fur
714 antisemitische Posts auf Facebook, Twitter, TikTok und Youtube, die ins-
gesamt 73 Millionen Mal von Social Media-Nutzer*innen gesehen wurden.
Die Studie zeigt, dass 84 % der Beitrdige, die antisemitischen Hass enthal-
ten, von den Social-Media-Unternehmen nicht bearbeitet wurden, nach-
dem die Forschergruppe sie als solche gemeldet hatten. Von den 16 % der
gemeldeten Beitrdige, auf die reagiert wurde, wurden nur 70 % der Bei-
traige von der Plattform entfernt, 88 % gehdrten zu Konten, die entfernt
wurden, was zur Entfernung des Beitrags fuhrte und O] % der Beitrége
wurden als falsch gekennzeichnet und blieben mit einem Haftungsaus-
schluss auf den Plattformen (Center for Countering Digital Hate, 2021).

Die Schwdchen der Moderation solcher Inhalte sind maBgeblich auf
die Logiken plattformoékonomischer Monetarisierung zurickzufuhren.
Viele Social-Media-Unternehmen priorisieren Interaktionsraten als zen-
trale Kennzahl fur Reichweite und Werbewirksamkeit. Inhalte, die starke


https://counterhate.com/wp-content/uploads/2022/05/Failure-to-Protect.pdf
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emotionale Reaktionen auslésen wie etwa Hassrede oder Desinforma-
tion werden algorithmisch verstdrkt, da sie nachweislich mehr Aufmerk-
samkeit, Verweildauer und Klicks generieren. Diese Okonomisierung von
Aufmerksamkeit fihrt dazu, dass extreme und polarisierende Beitrdge
trotz bestehender Richtlinien strukturell beglnstigt und weit verbrei-
tet werden. Einige Plattformen haben daher Programme entwickelt, um
zivilgesellschaftlichen Organisationen erweiterte Meldeoptionen bereit-
zustellen. So ermdglicht YouTube Uber sein »Priority Flagger«-Programm
mehr als 200 Organisationen, Einzelpersonen und Regierungsbehdrden,
spezielle Tools wie die Priorisierung gemeldeter Inhalte, verstarktes Feed-
back und Schulungen zu Inhaltsrichtlinien zu nutzen (| YouTube, 2027 ).
TikTok hat als neuer Akteur auf diesem Gebiet ein »Community Part-
ner«-Programm eingefihrt, das dhnliche Funktionen bietet. Diese Pro-
gramme erleichtern es Partnerorganisationen, effektiver gegen prob-
lematische Inhalte vorzugehen, entlasten jedoch nicht die individuellen
Nutzer*innen, die weiterhin den GroBteil der Meldearbeit leisten mUssen.
Ein starkeres Engagement der Plattformen bleibt entscheidend, um die
Last der Moderation nicht einseitig auf Betroffene und die Zivilgesell-
schaft abzuwalzen (Hubscher, 2024).

Gleichzeitig wird die Kritik an der generellen Verantwortungsstruktur
der Meldemechanismen immer lauter. Die Verantwortung fir die Meldung
von menschenverachtender Hassrede wird zunehmend an die Zivilgesell-
schaft delegiert, anstatt dass Social-Media-Plattformen ihre Richtlinien
konsequent selbst durchsetzen. Die technischen Mdéglichkeiten, wie Mel-
defunktionen oder Wortfilter, legen die Verantwortung vollstéindig in die
Hande der Nutzer*innen. Sie mussen sich eigenstdndig informieren, wie sie
problematische Inhalte melden oder SchutzmaBnahmen ergreifen kon-
nen. Dies flhrt in Betroffenenfdllen zu einer sekunddren Viktimisierung,
bei der die Betroffenen nicht nur der verbalen Gewalt ausgesetzt sind, son-
dern auch die zusatzliche Pflicht Gbernehmen mussen, aktiv gegen diese
Inhalte vorzugehen. Diese Belastung kann emotional erschépfend sein
und birgt das Risiko, triggernd oder retraumatisierend zu wirken, wéhrend
die Tater*innen keinen vergleichbaren Druck erfahren (| BSAF, 2023 ).

Warum Gegenrede allein nicht ausreicht:
Die Rolle von Social Media Literacy

In der antisemitismuskritischen Bildungsarbeit gilt Gegenrede seit
Jahren als zentraler Ansatz: Userinnen sollen Hassrede im Netz nicht
unwidersprochen lassen, sondern ihr entschieden entgegentreten, etwa
durch Kommentare oder sachliche Richtigstellungen (Jacobs, 2020).
Dieses Prinzip folgt der Idee demokratischer Diskurskultur, nach der

Priority Flagger-Programm
/prar'or.a.ti flaeg.ar/
ermdglichen es ausgewdhl-
ten Nutzern, wie Experten
und Organisationen, prob-
lematische Inhalte schneller
zu melden und eine hohere
Prioritat bei der Moderation
zu erhalten.
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Argumente auf inhaltlicher Ebene zur Uberzeugung des Gegentibers
beitragen und antisemitische Positionen zurickdrdangen kénnen. In
sozialen Medien stoBt dieser Ansatz jedoch auf strukturelle Grenzen:
Durch die Logiken algorithmischer Plattformen und die automatisierte
Verbreitung von Hate Speech durch Bots und Kunstliche Intelligenz wird
die Wirksamkeit individueller Gegenrede zunehmend infrage gestellt
(HUbscher, 2024, S. 21; Hibscher & Pfaff, 2023, S.186-187). Jede Form von
Reaktion, ob Widerspruch, Zustimmung oder Empérung, erhoht die
Sichtbarkeit eines Beitrags, steigert sein Ranking im Algorithmus und
tragt damit unbeabsichtigt zu seiner weiteren Verbreitung bei. Men-
schenverachtende Inhalte erfahren so zusatzliche Reichweite und Vali-
dierung, selbst wenn sie kritisch kommentiert werden (Hubscher & Pfoff,
2023, S. 186). Die Beobachtung, dass beispielsweise Antisemitismus in
sozialen Medien trotz umfangreicher Gegenrede-Programme in den
letzten Jahren weiter zugenommen hat, verweist auf die Notwendigkeit,
nicht nur auf inhaltlicher Ebene zu intervenieren, sondern die techno-
logischen Grundlagen und Geschaftsmodelle der Plattformen selbst in
den Blick zu nehmen.

Daraus ergibt sich ein erweiterter Auftrag fur Bildungsprogramme:
Neben der Sensibilisierung fur antisemitische Inhalte braucht es eine
fundierte Social Media Literacy (SML). Ziel ist damit nicht allein die
Forderung von Gegenrede im engeren Sinn, sondern die Befdhigung,
menschenverachtenden Inhalten im Netz in seinen technischen, sozia-
len und emotionalen Bedingungen zu verstehen und ihm wirksam ent-
gegenzutreten (Hubscher & Pfaff, 2023).

Aufkldrung via Social Media?

Plattformen wie TikTok oder Instagram sind von einer grundlegen-
den Ambivalenz gepragt: Einerseits fungieren sie als wirkmdchtige
Multiplikatoren fur Antisemitismus und andere menschenverachtende
Inhalte, andererseits bieten sie Raum flr engagierte Aufkldrungsarbeit
und Gegenbewegungen (| Schnabel, 2024 ). Diese Gegensatzlichkeit
stellt eine Herausforderung dar, eréffnet aber zugleich Potenziale, digi-
tale Raume aktiv und reflektiert zu gestalten.

TikTok kann sich dabei als effektive Plattform fur politische Bil-
dungsarbeit und Aufkldrungskampagnen erweisen. Creator*innen wie
Susi Siegert (@keine.erinnerungskultur) oder Leonie Scholer (@heey-
leonie) zeigen eindriicklich, wie gesellschaftspolitische Themen erfolg-
reich in den jugendaffinen Raum der sozialen Medien Ubertragen wer-
den kdnnen. Mit einer kreativen Mischung aus Storytelling, Humor und
leicht zugdngliche Prasentation greifen sie komplexe Inhalte auf und
klaren dartber auf (Bildungsstdtte Anne Frank, 2023).


https://www.bpb.de/shop/zeitschriften/apuz/antisemitismus-2024/549361/antisemitismus-in-digitalen-raeumen/

Susi Siegert, bekannt unter ihrem TikTok-Handle @keine.
erinnerungskultur, nutzt die Plattform, um junge Menschen Uber den
Holocaust, den historischen Nationalsozialismus sowie aktuelle rechts-
extreme Strémungen und deren Symbolik/Codes aufzuklaren. Mit kur-
zen, informativen Videos vermittelt sie komplexe historische Inhalte in
einer jugendgerechten Sprache, die leicht zugdnglich ist. Dabei kom-
biniert sie historische Fakten mit kreativen Formaten und erreicht so
auch jene Zielgruppen, die sonst kaum mit politischer Bildung in Berth-
rung kommen. Immer wieder betont sie, wie wichtig es ist, gerade auf
Plattformen wie TikTok Uber den Holocaust zu informieren, da Jugend-
liche hier viel Zeit verbringen und sich Meinungen bilden. Sie zeigt, dass
selbst 90-Sekunden-Clips ausreichen, um essenzielle Informationen zu
vermitteln und Bewusstsein fur historische Verantwortung zu schaffen.

Leonie Scholer, bekannt unter ihrem Benutzernamen @heeyleonie,
begeistert mit ihren kreativen und informativen Kurzvideos rund 170.000
Follower*innen. lhr Fokus liegt auf der Vermittlung geschichtlicher The-
men, die sie mit einem modernen Ansatz verstdndlich und zugdnglich
aufbereitet. Leonie nutzt TikTok, um historische Themen und gesell-
schaftliche Zusammenhdnge einer jungen Zielgruppe ndherzubringen.
Auf ihrem Account verbindet sie Fachwissen mit den typischen TikTok-
Formaten wie schnellen Schnitten, einprdgsamen Texten und humor-
vollen Elementen. Dies macht ihre Inhalte nicht nur informativ, sondern
auch unterhaltsam und fur die Plattform maBgeschneidert.

Die Arbeit der beiden Creator*innen zeigt, dass TikTok nicht nur
ein Raum fur Unterhaltung ist, sondern auch eine Plattform, auf der
Bildung und kritisches Denken geférdert werden kdnnen. Mit ihrem
innovativen Ansatz tragen sie dazu bei, jungen Menschen (historische)
Verantwortung ndherzubringen und sie gleichzeitig fur die subtilen
Mechanismen moderner Propaganda und Desinformation zu sensibili-

seren ( Bundeszentrale fir poliische Bidung, 2023 [B1)

@keine.erinnerungskultur
Susanne Siegert

- Grimme Online Award, 2024

- Margot Friedldnder Preis, 2025

@heeyleonie

Leonie Scholer

- Pddagogischer Medienpreis
der Stadt Minchen, 2022

- Bayerischer Buchpreis:
Bayern-2-Publikumspreis, 2024



https://www.instagram.com/keine.erinnerungskultur/?hl=de
https://www.instagram.com/heeyleonie/?hl=de
https://www.tiktok.com/@keine.erinnerungskultur?lang=de-DE
https://www.tiktok.com/search?lang=de-DE&q=heeyleonie&t=1763113655721
https://www.bpb.de/lernen/digitale-bildung/werkstatt/549668/geschichte-n-im-kurzformat-wissensvermittlung-auf-tiktok-mit-leonie-schoeler-und-susanne-siegert/
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Niitzliche Organisationen und Arbeiten

Verschiedene Organisationen leisten wertvolle Arbeit bei der Aufkla-

rung und Prévention gegen Hass und menschenverachtende Inhalte:

Bildungsstdtte Anne Frank: Die Bildungsstdtte Anne Frank bietet
Workshops und Projekte an, die Jugendliche und Erwachsene fur
Antisemitismus, Rassismus und diskriminierende Strukturen sen-
sibilisieren. Mit Tools wie dem Serious Game »Hidden Codes« zeigt
die Bildungsstatte, wie spielerische Ansdtze helfen kdnnen, subtile
Strategien extremistischer Akteur*innen zu verstehen und kritisch

zu hinterfragen.

Amadeu Antonio Stiftung: Diese Stiftung engagiert sich fur demo-
kratische Kultur und gegen Rechtsextremismus, Rassismus und
Antisemitismus. Sie bietet umfangreiche Materialien, Leitfaden und
Handreichungen fiir den Bildungsbereich an, darunter das Konzept
»Digital Streetwork«, das direkt in digitalen R&dumen wie Gaming-
Chats oder Social Media ansetzt.

Belltower.News: Als Plattform der Amadeu Antonio Stiftung doku-
mentiert Belltower.News aktuelle Entwicklungen zu Hate Speech,
rechter Propaganda und Fake News in sozialen Medien. Die Artikel
und Analysen bieten wertvolle Hintergriinde und praxisnahe Tipps,
wie man problematische Inhalte erkennt und ihnen entgegentritt.

TURTLE: TURTLE ist ein interdisziplindres VR-Forschungsprojekt im
Entstehen, das von der LMU Mtinchen, der FAU Erlangen-Nirnberg,
der Eberhard Karls Universitat Tabingen und der Hochschule Heil-
bronn getragen wird. Die Forschungsschwerpunkte des Projekts lie-
gen im Bereich immersiver, diskriminierungskritischer Lernprozesse.
Das hier vorgestellte VR-Erlebnis »Down the Rabbit Hole« ist ein inte-
graler Bestandteil der TURTLE-Lernlandschaft.

Diese Ressourcen und Akteur*innen zeigen, wie wichtig ein Zusam-

menspiel von Bildung, Technologie und aktiver Prévention ist, um den

Herausforderungen der digitalen Welt begegnen zu kédnnen.



Agency

In Virtual Reality (VR) bezeichnet Agency
das Erleben von Kontrolle und Einfluss auf
die virtuelle Umgebung. Sie beschreibt das
Gefuihl, durch eigene Handlungen, Entschei-
dungen und Interaktionen die virtuelle Welt
aktiv gestalten und veréndern zu kénnen.
Agency kann sich in vielfaltigen Handlungs-
optionen ausdricken - etwa durch Interak-
tionen mit Objekten, Bewegungen im Raum,
das Auslésen von Ereignissen oder andere
Formen aktiver Teilnahme - und ist eng
mit dem Erleben von Selbstwirksamkeit und
Immersion verknupft (McGiveney et al, 2025).

Algorithmische
Radikalisierung

Algorithmische Radikalisierung bezeich-
net den Prozess, bei dem Nutzerinnen
durch die Funktionsweise von Algorithmen
auf Social Media zunehmend in extreme
ideologische und politische Positionen hin-
eingeflihrt werden. Dies geschieht durch
die verstdrkte Ausspielung von Inhalten,
die aufgrund von Algorithmen (wie z. B.
personalisierten Empfehlungen) die Vor-
lieben und Interaktionen der Nutzerin-
nen berUcksichtigen. Algorithmen neigen
dazu, immer radikalere Inhalte zu bevor-
zugen, die mehr Engagement hervorru-
fen (z. B. durch Klicks, Likes, Kommentare),
was zu einer Verstdrkung der bestehenden
Uberzeugungen und der Isolation von
kontrdren Perspektiven fuhrt. Der resultie-
rende Effekt ist eine zunehmend einseitige
Wahrnehmung der Welt, die die Wahr-
scheinlichkeit einer Radikalisierung fordert
(¢ Bildungsstatte Anne Frank, 2024 ).

Algorithmus /
Social Media-Algorithmen

Ein Algorithmus ist eine schrittweise
Abfolge von Anweisungen oder Regeln zur
Lésung von Problemen, Verarbeitung von
Daten oder Ausfihrung spezifischer Funk-
tionen (Cormen et al, 2009). Social Media-
Algorithmen analysieren und sortieren
Inhalte in sozialen Netzwerken, um deren
Relevanz zu bewerten und Nutzererlebnisse
zu personalisieren, indem sie Inhalte prio-
risieren, die auf dem bisherigen Verhalten
und den Interessen der Nutzer*innen basie-
ren (Gillespie, 2018). Sie werden kontinuier-
lich angepasst, um auf Trends und Nut-
zerbedurfnisse zu reagieren (Lanier, 2018;
Gillespie, 2014). Gleichzeitig beeinflussen sie
die Sichtbarkeit von Inhalten und kénnen
dadurch die Verbreitung von Hass und Des-
information begunstigen (Hibscher, 2024).

Zentrale Spezifikationen von  Social
Media-Algorithmen sind der Content-Graph
und der Social Graph (Bildungsstétte Anne
Frank, 2024). Der Content-Graph analysiert
Interaktionen der Nutzer*innen mit Inhalten
— etwa Betrachtungsdauer, Likes oder Kom-
mentare - und empfiehlt auf dieser Basis
thematisch oder visuell dhnliche Inhalte (z.
B. TikTok). Dabei stehen weniger die gefolg-
ten Accounts im Fokus, sondern die Reak-
tionen auf Inhalte, deren Gestaltung oder
Begleitmusik positive Interaktionen begtins-
tigen und so weitere Empfehlungen steuern.
Der Social Graph hingegen basiert auf den
sozialen Verbindungen und Netzwerken der
Nutzer*innen und generiert Vorschldge auf
Grundlage dieser Beziehungen (z. B. Face-
book, Instagram).
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Algospeak

Algospeak (von engl. algorithm, »Algo-
rithmus« und speak, »sprechenc; erstmals
bei Lorenz, 2022), bezeichnet die Verwendung
codierter Sprache auf Social Media, um algo-
rithmische Inhaltsmoderationssysteme zu
umgehen und Uber tabuisierte oder sensible
Themen wie Sexualitat, LGBTQ+-Aktivismus
oder psychische Gesundheit zu kommunizie-
ren (Steen et al., 2023), trotz potenzieller Zensur
oder Shadowbanning weiterhin zugdnglich
zu machen und die Zielgruppe zu erreichen
(Lorenz, 2022). Diese Sprachstrategie umfasst
Techniken wie Buchstabenersetzungen, Emo-
jis oder alternative Begriffe. Algospeak reicht
dabei vom kreativen Akt der Selbstermdch-
tigung bis hin zur gezielten Umwegkommu-
nikation (Beyer & Liebe, 2013) als antidemo-
kratische Medienstrategie (Titz & Lehmann,
2023). Damit verweist Algospeak auf eine
ambivalente Praxis, die einerseits Kommu-
nikationsbarrieren Uberwindet, andererseits
aber auch fur die Umgehung demokratischer
Werte genutzt wird.

Amerikanische
Alt-Right-Szene

Die »Alt-Right-Szene« (Kurzform von
»Alternative Right«) ist eine onlinebasierte
Subkultur, die Rechtsextremismus, Nationa-
lismus, Rassismus und Antiliberalismus ver-
breitet ( Miller & Graves, 2020 ,' Data &
Society, 2077). Der von Richard Spencer
geprdgte Begriff dient als Rebranding des
traditionellen weiBen Nationalismus, mit dem
Ziel, einen weiBen »Ethho-Steratx zu errichten
und eine vermeintliche politische linke Elite
zu bekdmpfen. Spencer bezeichnet die Alt-
Right als »ldentitatspolitik fir WeiBe«. Pro-
minente Vertreter wie Spencer, Milo Yianno-
poulos und die Plattform »Breitbart« nutzen
soziale Medien, um die offentliche Wahrneh-
mung zu beeinflussen und ihre Ideologien

zu verbreiten. Dabei spielen Memes im Sinne
des »Memetic Warfare« und Symbole wie das
»White Power«-Zeichen eine zentrale Rolle,
um die Offentlichkeit zu provozieren und zu
irritieren (Kracher, 2020).

Andrew-Tate-Prinzip

Bezeichnet die Strategie, durch die mas-
senhafte Verbreitung variierter Clips Uber
zahlreiche Fan-Accounts die eigene Online-
Prasenz auch nach Sperrungen aufrechtzu-
erhalten. Andrew Tate nutzt dieses Prinzip
gezielt, um seine Persona als unzensierbare
Gegenfigur zum Mainstream zu inszenieren
und seine ideologische Wirkung trotz Deplat-
forming zu verstdrken (Be/ltower.news,
2024; Bildungsstdtte Anne Frank, 2024, S.27-28).

»cisgeschlechtlich«

Cisgeschlechtlich bezeichnet Menschen,
deren Geschlechtsidentitdt mit dem bei der
Geburt zugewiesenen Geschlecht Uberein-
stimmt. Sie erleben also keinen Widerspruch
zwischen dem Geschlechtseintrag und ihrer
eigenen geschlechtlichen Selbstverortung.

Community-Guidelines und
Inhaltsmoderationsrichtlinien

Inhaltsmoderationsrichtlinien  beziehen
sich auf die festgelegten Regeln und Ver-
fahren, die Social Media-Plattformen ver-
wenden, um zu bestimmen, welche Inhalte
zuléssig sind und welche entfernt, gesperrt
oder eingeschrankt werden (Bossetta, 2024;
Gillespie, 2018). Diese Richtlinien dienen der
Regulierung von nutzergenerierten Inhal-
ten (UGC, User-Generated Content) und der
Aufrechterhaltung einer sicheren, respekt-
vollen sowie rechtlich konformen Nutzung
der Plattform (z.B. TikTok Community-Richt-
linien |&] oder Gemeinschaftsstandards |
Transparency Center ). Sie beinhalten oft


https://www.splcenter.org/20200810/when-alt-right-hit-streets-far-right-political-rallies-trump-era
https://www.belltower.news/voelkische-vetternwirtschaft-wer-steckt-hinter-der-tiktok-strategie-der-afd-155629/
https://datasociety.net/pubs/oh/DataAndSociety_MediaManipulationAndDisinformationOnline.pdf
https://datasociety.net/pubs/oh/DataAndSociety_MediaManipulationAndDisinformationOnline.pdf
https://www.tiktok.com/community-guidelines/de
https://www.tiktok.com/community-guidelines/de
https://transparency.meta.com/de-de/policies/community-standards/
https://transparency.meta.com/de-de/policies/community-standards/

Vorgaben zu Themen wie Hassrede, Gewalt,
Pornografie, Fake News, Diskriminierung
und andere Formen schédlicher oder uner-
wilnschter Inhalte. Die Implementierung
und Durchsetzung dieser Richtlinien erfolgt
haufig durch ein Kombination von auto-
matisierten Algorithmen und menschli-
cher Moderation (Bossetta, 2024), wobei die
Transparenz und Fairness der Entscheidun-
gen immer wieder kontrovers diskutiert wer-
den ( Bildungsstédtte Anne Frank, 2023 ,'
Center for Countering Digital Hate, 2021).

»Mods« sind freiwillige Mitglieder einer
Online-Community, die die Einhaltung von
Community-Regeln Uberwachen und die
Ordnung aufrechterhalten. Sie entfernen
Inhalte, kennzeichnen Beitrdge oder sperren
Nutzer bei VerstoBen, ohne formelle Sankti-
onen der Plattform (Bossetta, 2024; Gillespie,
2018). Ihre Moderation basiert auf den spezifi-
schen Bedurfnissen und Interessen der jewei-
ligen Community (zB. themenspezifische
Subreddits). Wdhrend die Moderation oft
von »Mods« Ubernommen wird, arbeiten auf
den meisten Social Media-Plattformen auch
andere Akteure Unternehmensmitarbeitern,
tempordren Crowdworkern, ausgelagerten
Review-Teams, Expertenberatern, Commu-
nity-Managern, Flaggern, Admins, Super-
flaggern, Nichtregierungsorganisationen,
Aktivistenorganisationen und der gesamten
Nutzerschaft zusammen, um die Inhalte zu

regulieren (Gillespie, 2018).

»Trusted Flagger«- oder neuerdings
»Priority Flagger«-Programme erméglichen
es ausgewdhlten Nutzern, wie Experten und
Organisationen, problematische Inhalte
schneller zu melden und eine hohere

Prioritdt bei der Moderation zu erhalten.
Diese Programme bieten erweiterte Mel-
demechanismen, spezielle Reporting-Tools
und Schulungen zu Inhaltsrichtlinien, um
eine effizientere und gezieltere Moderation
zu fordern. YouTube ( YouTube, 2027)
und TikTok haben solche Programme einge-
fahrt, um die Qualitat der Flagging-Aktio-
nen (d.h. Markieren von Inhalten zur Uber-
prufung) zu verbessern und eine schnellere
Reaktion auf schadliche Inhalte zu ermdégli-
chen (Barak-Cheney & Saltie, 2024; Gillespie,
2018).

Die Neuen Rechten

Die "Neuen Rechten" sind eine geistige
Stromung, die sich durch subversive dstheti-
sche Strategien und eine moderne Inszenie-
rung von Rechtsextremismus auszeichnet. Sie
distanzieren sich von der traditionellen, his-
torisch belasteten "Alten Rechten" und nutzen
Mainstreamformate und soziale Medien wie
TikTok, Memes und Emojis, um rassistische und
menschenfeindliche Ideclogien zu verbreiten
und gesellschaftlich akzeptabel zu machen
(Hornuff, 2019; Glossar Bundeszentrale fir
politische Bildung ).

Die Identitdre Bewegung (IB) ist eine
rechtsextreme, antiislamische und natio-
nalistische Gruppierung, die sich als Avant-
garde der sogenannten »neuen« Rechten
versteht. Sie betont den Erhalt einer »eth-
nisch homogenen« Gesellschaft und lehnt
Multikulturalitdt sowie Zuwanderung ab.
Ihre Ideologie, die Rassismus, Antifeminismus
und reaktiondre Ideen umfasst, wird oft mit
einem modernen Mainstream-Image ver-
sehen, das beispielsweise durch Instagram-
Filter und Asthetiken verpackt wird, um ihre
Botschaften einem jlungeren Publikum zu
vermitteln (Amadeu Antonio Stiftung, 2024).
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https://www.bs-anne-frank.de/fileadmin/content/Publikationen/Weiteres_P%C3%A4dagogisches_Material/EBook_Safer_TikTok_11.2023.pdf
https://support.google.com/youtube/answer/7554338?hl=de
https://www.bpb.de/themen/rechtsextremismus/dossier-rechtsextremismus/500801/neue-rechte/
https://www.bpb.de/themen/rechtsextremismus/dossier-rechtsextremismus/500801/neue-rechte/
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Deplatforming
(vgl. »The Great Ban«)

Deplatforming bezeichnet die endgtltige
Entfernung von Konten, Einzelpersonen oder
Gruppen, um die Verbreitung von Inhalten oder
Meinungen zu verhindern, die gegen die Regeln
der Plattformen verstoBen. Diese MaBnahme
wird hdufig angewendet, um Hassrede, Fehl-
informationen oder extremistische Inhalte zu
unterbinden und ist als Reaktion auf die zuneh-
mende Verbreitung menschenverachtender
Inhalte auf Social Media und anderen Online-
Communities sowie Mainstreamisierung extre-
mer Meinungen entstanden (Rogers, 2020).

Discord

Discord ist ein kostenloses Programm fur Ins-
tant Messaging, Chat und Sprachkonferenzen,
das urspringlich fur Gamer entwickelt wurde
und eine Mischung aus Skype, einer Chat-App
und einem Messageboard bietet. Nutzer*in-
nen konnen sich auf der Plattform schriftlich
und mundlich unterhalten und Gruppen, soge-
nannte »Server«, anlegen, um sich zu verbinden.
Mittlerweile wird Discord von rechtsextremen
Gruppen, wie dem »Reconquista Germanica«-
Server, genutzt, um »Meme Wars« und Shitstorms
gegen demokratische Akteurinnen zu organi-
sieren ( Amadeu Antonio Stiftung, 2020 ).

Dogwhistling

Dogwhistling bezeichnet eine Kommunika-
tionstechnik, bei der in scheinbar harmlosen
Botschaften versteckte, geheime Signale plat-
ziert werden, die nur von bestimmten Zielgrup-
pen verstanden werden. Diese Codes sind flr
die Allgemeinheit unauffallig, kénnen jedoch
in bestimmten Milieus mit extremen oder men-
schenfeindlichen Weltanschauungen assoziiert
werden. Nur die Eingeweihten erkennen und
interpretieren die Bedeutung der Worte (' Glossar
- Amadeu Antonio Stiftung |k ; Saul, 2018).

Echokammern

Eine Echokammer ist ein Raum, in dem nur
dhnliche Meinungen und Informationen ver-
starkt werden, wodurch alternative Perspekti-
ven ausgeblendet werden. In sozialen Medien
entstehen solche Kammern oft durch Algo-
rithmen, die Inhalte basierend auf den Vor-
lieben der Nutzer*innen filtern und verstdrken
(Tufekci, 2017).

Extrem rechts/rechtsextrem

In enger Anlehnung an die Definition
derAmadeu Antonio Stiftung (2023) wird der
Begriff wie folgt definiert: »Extrem rechts«
umfasst rassistische, antisemitische, queer-
feindliche, nationalistische und vélkische ideo-
logisch-politische Ziele, Einstellungen, Inhalte,
Ausdrucksformen, Symbole und Verhaltens-
weisen. Es gehort zu diesem Verstdndnis auch
die Vorstellung einer »ethnisch homogenen«
Volksgemeinschaft, die die Gleichwertigkeit
aller Menschen ablehnt und die freiheitliche
Demokratie infrage stellt. Extrem rechte Ein-
stellungen koénnen sich durch geschlossene
Weltbilder ausdrlcken oder auch durch klei-
nere Erzdhlungen, Ideen oder Forderungen,
die oft als Kritik getarnt sind, aber zu UGber-
geordneten extrem rechten Erzdhlmustern
gehodren (Amadeu Antonio Stiftung, 2023).

»Happy Merchant«

Der »Happy Merchant« ist ein antisemiti-
sches Meme, das eine stereotype und abwer-
tende Karikatur eines judischen Mannes mit
Ubertriebenen Gesichtszlgen wie einer gro-
Ben Nase, einem verschlagenen Ausdruck und
gierig zusammengepressten Handen darstellt.
Es vermittelt antisemitische Stereotype von
Gier und Manipulation und wird vor allem in
rechtsextremen und verschwdrungstheoreti-
schen Kontexten verwendet. Die Figur stammt
aus einem antisemitischen Cartoon der 1980er


https://www.amadeu-antonio-stiftung.de/debate-dehate/glossar/
https://www.amadeu-antonio-stiftung.de/debate-dehate/glossar/
https://www.belltower.news/wp-content/uploads/sites/3/2020/01/Monitoring_2020_web.pdf

Jahre und wird seit 2001 in rechtsextremen
Kreisen, insbesondere auf Plattformen wie
4chan, unter Namen wie »Happy Merchant
oder »Jew Face« adaptiert und verbreitet
( ADL Hate Symbols Database ).

Hidden Codes

Hidden Codes sind Symbole, Begriffe oder
Zeichen mit einer verschlUsselten und kon-
textabhdangigen Bedeutung, die meist nur fur
Eingeweihte erkennbar ist. Insbesondere in
rechtsextremen Milieus dienen sie als strate-
gisches Kommunikationsmittel, um Modera-
tionsmechanismen zu umgehen und ideo-
logische Botschaften in scheinbar harmloser
Form zu verbreiten. Dabei kommen hdufig
Emojis, Zahlenkombinationen oder Abkdr-

zungen zum Einsatz.

»Lukreta«

Lukreta ist eine 2019 gegrlndete rechts-
extreme Frauengruppe, die sich in sozia-
len Medien als vermeintliche ,Initiative fuar
Frauen” darstellt, jedoch eine klar antifemi-
nistische, queer- und transfeindliche Agenda
verfolgt. Uber visuell ansprechende Formate
verbreitet die Gruppierung rassistische und
antifeministische Narrative und macht rechts-
extreme Ideologie dadurch d&sthetisch und
niedrigschwellig anschlussfahig  (Amadeu
Antonio Stiftung, 2024).

Memes/Internet-Memes

Memes, genauer Internet-Memes sind
digitale Kommunikationsakte, die sich typi-
scherweise als humorvolle oder ironische Text-
Bild-Arrangements manifestieren und Uber
soziale Medien verbreitet werden. Sie greifen
oft aktuelle, popkulturelle oder politische The-
men auf, variieren diese in wiederkehrenden
Serien und nutzen Symbole oder Referenzen,
um eine Botschaft pointiert zu transportieren.

Trotz ihrer erkennbaren Formen sind Memes
interpretationsoffen und kénnen sowohl zur
Unterhaltung als auch zur Verbreitung ideo-
logischer Inhalte dienen, indem sie zum Teil
bestehende Auffassungen des Publikums
ansprechen und verstdrken (Amadeu Antonio
Stiftung, 2023).

»Memetic Warfare«

»Memetic Warfare« (eng. fur memetische
Kriegsfiihrung) bezeichnet den gezielten stra-
tegischen Einsatz und Instrumentalisierung
von Memes zur Beeinflussung politischer Dis-
kurse und Meinungsbildung sowie zur Kon-
trolle von Narrativen und Mobilisierung kol-
lektiver Emotionen (Ascott, 2020; Wentz, 2019;
Schreckinger, 2017). Memes verstdrken dabei
nicht nur ideologische Positionen, sondern
nutzen ihre ironisch-kommentierende Wir-
kung, um eine kritische Distanz oder eine
humorvolle Perspektive auf ideologisch aufge-
ladene Ereignisse zu schaffen (Hornuff, 2019).
Zunehmend wird »Memetic Warfare« in der
Militarforschung als zeitgendssische Form der
Informationskriegsfihrung betrachtet, bei-
spielsweise in Projekten wie dem DARPA-Pro-
gramm »Social Media in Strategic Communi-
cations« oder in strategischen Uberlegungen
der NATO.

Manosphdére

Die Manosphdre bezeichnet lose mitein-
ander verknipfte, antifeministische Online-
Communities und Webseiten, die sich gegen
Feminismus, Gleichberechtigung und tra-
ditionelle Geschlechterrollen stellen. Zu den
Mitgliedern gehéren Gruppen wie Incels
(unfreiwillig zolibatare Mdanner), MGTOW
(Men Going Their Own Way), Pick-up-Artists
sowie neofaschistische Gruppen. Beispiele in
Deutschland sind Webseiten wie WikiMAN-
Nia und rechte YouTuber wie Hagen Grell
(Kracher, 2020).
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Incels (Kurzform von involuntary celiba-
tes) sind Personen, die sich selbst als unfreiwil-
lig sexuell enthaltsam verstehen. Urspriinglich
in den 1990er Jahren als inklusive Onlinefo-
rum zum Austausch Uber Depressionen oder
Sozialdngste gegrindet, wandelte sich diese
Idee einer Onlinegemeinschaft in den 2000er
Jahren hin zu einer misogynen Ideologie, die
Frauen fur die eigene sexuelle Frustration ver-
antwortlich macht. Incels propagieren ein hie-
rarchisches  Geschlechterbild, verherrlichen
Gewalt an Frauen und haben mehrfach reale
Gewalttaten und Attentdter wie Elliot Rodger
(2014) und Alek Minassian (2018) hervorgebracht
(Kracher, 2020; Ging, 2019; Baele et al, 2019).

MGTOW (Kurzform fur »Men Going Their
Own Wayc) ist eine Mannerrechtsideologie, die
davon ausgeht, dass Frauen Mdnner daran
hindern, ein erfllltes Leben zu fihren. Anhénger
dieser Bewegung empfehlen, léngerfristigen
Kontakt zu Frauen zu meiden und die eigene
Mannlichkeit wiederzuentdecken. MGTOW-
Anhd&nger lehnen die moderne Geschlechter-
gleichstellung ab und sehen in Beziehungen
mit Frauen potenzielle Risiken, insbesondere
im Hinblick auf rechtliche und gesellschaftliche
Konsequenzen. Die Bewegung fordert Isolation
und eine Lebensweise, die die Unabhdngigkeit
der Mdanner betont (Kracher, 2020).

Pick-Up-Artists (kurz: PUAs) sind Mdnner,
die Techniken entwickeln, um Frauen durch
emotionale und psychische Manipulation zu
verfihren und sexuelle Erfolge zu erzielen.
Sie lehren toxische Geschlechterbilder und
objektivierenden Umgang mit Frauen, hdu-
fig in teuren Seminaren, wie sie von Figuren

wie Julien Blanc angeboten werden. Viele
Incels waren zuvor Seminarbesucher dieser
Bewegung, die eine respektlose und mani-
pulative Haltung gegenlber Frauen férdert
(Kracher, 2020).

Mosaik-Rechte & Mosaik
Branding

Der Begriff MosaikRechte (Quent, 2017) be-
schreibt ein Netzwerk rechter und rechtsextre-
mer Akteur*innen, das sich aus heterogenen
Gruppen, Parteien, Bewegungen, Medienpro-
jekten und Einzelpersonen zusammensetzt.
Diese treten nach auBen als voneinander
unabhdngige Stromungen auf, sind jedoch
ideologisch aufeinander bezogen und ver-
folgen ahnliche politische Ziele. Die strategi-
sche Wirkung entsteht durch ihr koordiniertes
Zusammenwirken, das verschiedene Milieus
anspricht und Anschlussfahigkeit fur unter-
schiedliche Zielgruppen schafft.

Das Konzept des Mosaik Branding (Résch,
2023) beschreibt die damit verbundene Kom-
munikations- und  Inszenierungsstrategie:
Unterschiedliche Akteurinnen etablieren sich
gezielt als eigene Marken mit individuellen For-
maten, Asthetiken und Themen, wirken jedoch
im orchestrierten Zusammenspiel als Teil eines
Ubergeordneten ideologischen Projekts. Die
Gesamtwirkung entsteht dabei nicht durch
einzelne prominente Stimmen, sondern durch
die Summe vieler Teilakteur*innen und For-
mate, die so ein breites Publikum erreichen und
eine verstdrkte politische Wirkung entfalten.

Multiplikationsaccounts bzw.
Repost-Accounts

Bezeichnung fUr  Social-Media-Profile,
deren Hauptzweck in der Verbreitung fremder
Inhalte liegt. Diese Accounts erstellen selten
eigenen Content, sondern teilen oder reuploa-
den Beitrége anderer Akteur*innen — oft nur



mit minimaler Bearbeitung (z. B. Musik, Filter,
Untertitel). Im politischen Kontext dienen sie
dazu, Reichweite zu vervielfachen, Algorith-
mus-Effekte zu nutzen und bei Sperrungen
oder Depublikationen Inhalte erneut sichtbar
zu machen. Insbesondere in rechtsextremen
und verschworungsideologischen Netzwerken
fungieren Multiplikationsaccounts als Verstar-
ker, die Inhalte koordinierter Kampagnen (z. B.
der »TikTok-Guerilla«) massenhaft verbreiten
und so Reichweite wie Sichtbarkeit einzelner
Narrative klnstlich erhéhen.

Normies oder NPC'S

Normies ist eine abwertende Bezeichnung
fur Personen, die als mainstreamorientiert
oder auBerhalb subkultureller Online-Com-
munities stehend wahrgenommen werden
und denen ein mangelndes Versténdnis fur
Insider Codes und Ironie zugeschrieben wird.

NPC's: Kurzform von Non-Player Charac-
ters) ein aus dem Gaming-Bereich stammen-
der Begriff, der in rechtsextremen Online-Dis-
kursen und Meme-Kulturen abwertend auf
reale Personen Ubertragen, denen mangelnde
Individualitat, kritisches Denken oder Selbst-
reflexion unterstellt wird. Der NPC-Charakter
dient dabei haufig der ideologischen Abgren-
zung und Entmenschlichung sowie als Markie-
rung politischer Gegner*innen (Kracher, 2020).

Pepe the Frog

Pepe the Frog ist eine urspringlich unpo-
litische Comicfigur aus dem Webcomic Boys
Club von Matt Furie von 2005, die zu einem
populdren Internet-Meme wurde, insbeson-
dere auf Plattformen wie 4chan, Reddit und
Twitter. Im Laufe der Zeit wurde Pepe von
verschiedenen Online-Communities, insbe-
sondere von rechten und extremistischen
Gruppen wie der Alt-Right-Szene, appro-
priiert und mit politischen und ideologi-
schen Botschaften verknilpft, wodurch er zu

einem internationalen Hasssymbol wurde
( ADL Hate Symbols Database ).

Plattformaffordanzen

Der Begriff Affordanz stammt urspriing-
lich aus der Umweltpsychologie und
beschreibt Elemente mit aufforderndem
Charakter, die bestimmte Handlungen
ermoglichen oder zu einer spezifischen Nut-
zung einladen, ohne diese festzulegen (Boyd,
2014). Im Kontext sozialer Medien bezeich-
nen Plattformaffordanzen alle wahrgenom-
mene Handlungsmaglichkeiten, die sich aus
der Interaktion zwischen Nutzer*innen und
Plattformen ergeben. Diese Affordanzen
ermoglichen und strukturieren sowohl tech-
nische Interaktionen (z. B. Navigation und
Upload-Funktionen) als auch soziale Inter-
aktionen (z. B. Kommentieren und Teilen von
Inhalten). Zhao et al. (2013) unterteilen diese
weiter in physische (z. B. Buttons), kognitive
(z. B. Suchfunktionen), affektive (z. B. Likes)
und kontrollbezogene Affordanzen (z. B. Pri-
vatsphdre-Einstellungen). Zudem eréffnen
Plattformaffordanzen nicht nur Spielrdume
zur Partizipation an Trends, sondern auch
zum Austesten der Grenzen von Community-
Guidelines (Bildungsstdtte Anne Frank, 2024;
Zhao et al,, 2013).

Rabbit-Hole-Effekt

Der Begriff beschreibt ein Phdnomen,
bei dem Nutzer*innen durch algorithmisch
gesteuerte Empfehlungen auf digitalen
Plattformen schrittweise in immer spezia-
lisiertere oder extremere Inhalte geleitet
werden. Dies kann zu einer Verstarkung ein-
seitiger Perspektiven, Radikalisierung oder
dem Konsum von Verschwdrungstheorien
fihren. Die Metapher verweist auf »Alice im
Wunderland«, wo ein Kaninchenbau den
Eintritt in eine zunehmend verworrene Welt
symbolisiert.
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Reconquista Germanica

Die »Reconquista Germanicak ist ein rechtsex-
tremes Troll-Netzwerk auf Discord, das vor allem
durch den YouTuber Nikolai Alexander bekannt
wurde und die in Deutschland zu Hass ansta-
cheln, spalterische Tendenzen in der Gesellschaft
aktiv beférdern und Fake News verbreiten. Die
Bewegung gamifiziert ihre Propaganda, indem
Mitglieder Erfolge feiern, in Ranglisten aufsteigen
und sich so als Teil eines groBeren Ziels sehen, die
politischen Machtverhdltnisse zu dndern. Trotz
seiner spielerischen Fassade hat das Netzwerk
realen Einfluss, indem es beispielweise geleakte
Daten nutzt, um gezielte Informationskriege zu
fUhren oder Social Media-Algorithmen manipu-
lieren, um ihre Inhalte breit zu streuen und ihre
Reichweite zu maximieren (Ebner, 2019).

Ein Troll ist eine Person, die im Internet provo-
kante, stérende oder verletzende Kommentare
hinterlasst, um Konflikte zu schiren und Reak-
tionen zu provozieren. Urspringlich als unbe-
schwerte Unruhestifter in digitalen Rdumen aktiv,
werden Trolle seit der Wahl 2016 gezielt fur poli-
tische KriegsfUhrung eingesetzt, um spalterische
Inhalte zu verbreiten und Diskussionen zu storen.

Reddit

Reddit ist ein Social-News-Aggregator und
Online-Plattform, auf der Nutzertinnen Nach-
richten, Artikel, Links oder andere Inhalte teilen,
bewerten und kommentieren kénnen. Die Rele-
vanz und Sichtbarkeit der Beitrdge wird oft durch
ein Bewertungssystem (z. B. Upvotes und Downvo-
tes) bestimmt, wodurch die Community entschei-
det, welche Inhalte prominent angezeigt werden.

Die Plattform basiert auf einer forenarti-
gen Struktur, die in sogenannte Subreddits

unterteilt ist - themenspezifische Bereiche,
die von Nutzerinnen erstellt und moderiert
werden. Die Sichtbarkeit von Beitrdgen wird
durch ein Bewertungssystem mit Upvotes und
Downvotes sowie dem sogenannten Karma-
Punktesystem beeinflusst. Dies ermdglicht
der Community, die Relevanz von Inhalten zu
bestimmen und Trends sowie Diskussionen zu
fordern. (Bossetta, 2024, De Francisci Morales
et al. 2021).

»Redpill-ldeclogie bzw.
Redpiller«

Die Redpill-Ideclogie bezeichnet eine mas-
kulinistische  Verschworungserzdhlung, die
davon ausgeht, dass der weiBe, heterosexuelle
Mann durch den Feminismus und die gesell-
schaftliche Gleichstellung unterdrickt werde
(Kracher, 2020; Rothermel, 2020). Der Begriff
verweist auf die rote Pille aus The Matrix und
steht symbolisch fir das vermeintliche , Erwa-
chen" zu einer ,wahren” Weltsicht.

Shadowban

Ein »Shadowban« oder »Shadowbanning«
bezeichnet eine Praxis auf Social Media-
Plattformen, bei der Nutzer*innen oder
deren Inhalte eingeschrankt bzw. unsichtbar
gemacht werden, ohne dass diese dartber
informiert werden. Diese MaBnahme erfolgt
haufig zur Bekdmpfung von Spam, Miss-
brauch oder zur Umsetzung von Plattform-
richtlinien (Stack, 2018).

Sharing-Funktionen

Sharing-Funktionen auf Social Media
ermoglichen es Nutzern, Inhalte wie Bei-
tradge, Bilder, Videos oder Links mit ihrem
eigenen Netzwerk oder einer breiten Offent-
lichkeit zu teilen, was die Sichtbarkeit von
Inhalten beeinflusst. Inhalte koénnen auf
drei Weisen geteilt werden: privat zwischen



Einzelpersonen oder Gruppen (z.B. auf What-
sApp), durch das Teilen von Original-Inhal-
ten innerhalb eines Netzwerks (z.B. das Pos-
ten eines Fotos auf Facebook) oder durch
das Teilen fremder Inhalte (z.B. Retweeten auf
Twitter) (Bossetta, 2024).

Social Media

Social Media bezeichnet digitale Plattfor-
men, Netzwerke, Anwendungen und Dienste,
die es Nutzenden ermdglichen, Inhalte zu
erstellen, zu teilen und miteinander zu inter-
agieren. Dazu gehoren verschiedene multime-
diale Formate wie Text, Bilder, Videos, Audioda-
teien, Livestreams sowie Formate wie Podcasts
und Weblogs. Social Media zeichnet sich durch
die Integration sozialer Netzwerke, interaktive
Kommunikationskandle und nutzergenerierte
Inhalte aus. Durch die charakteristischen Netz-
werk- und viralen Effekte haben sich Social
Media-Plattformen in nahezu allen Lebens-
bereichen etabliert und verbreitet, wodurch sie
heute einen weitreichenden Einfluss auf Kom-
munikation, Kultur, Wirtschaft und Politik aus-
Uben (Kolo, 2016). Typische Vertreter sind soziale
Netzwerke (z. B. Facebook, Instagram, TikTok),
Onlineforen und Diskussionsplattformen (z. B.
Reddit, X), Messaging-Dienste (z. B. WhatsApp,
Snapchat), Video-/Livestream-Plattformen (z.
B. YouTube, Twitch), Audioformate wie Podcasts
(z. B. Spotify, Podimo) und hybride Networking-
Plattformen (z. B. LinkedIn).

Social Media Literacy (SML) bezeichnet die
Fahigkeit, Inhalte in sozialen Medien kritisch,
reflektiert und verantwortungsvoll zu lbewer-
ten, wobei technologische, kognitive und emo-
tionale Kompetenzen zusammenwirken. Sie
umfasst damit auch das Versténdnis der Platt-
formen selbst, deren algorithmische Strukturen
sowie Affordanzen (Hubscher, 2024; Hibscher &
Pfaff. 2023).

Storyliving

Storyliving beschreibt einen narrativen
Ansatz, bei dem Menschen nicht lediglich
Geschichten konsumieren, sondern in sie ein-
treten und sie aus einer aktiven, verkorperten
Perspektive erleben. Im Unterschied zum tradi-
tionellen Storytelling, das Rezipient*innen eine
vorgegebene Erzdhlung prdsentiert, versetzt
Storyliving die Nutzer*innen in die Rolle von
handelnden Subjekten, deren Entscheidungen
und Interaktionen den Verlauf und das Ergeb-
nis der Erzahlung beeinflussen (Maschio, 2017).

Storification

Storification beschreibt den Prozess, nicht-
narrative Inhalte, Konzepte oder Lernprozesse
in eine erzdhlerische Struktur einzubetten, um
Orientierung, Sinn und emotionale Bindung zu
erzeugen. In Bildungskontexten wird Storifica-
tion genutzt, um abstrakte Themen durch nar-
rative Rahmungen erfahrbar und bedeutsam
zu machen. In Virtual Reality schafft Storification
kohdrente Erzdhlwelten, in denen Orte, Objekte
und Handlungen symbolisch aufgeladen sind
und Lernende motiviert werden, sich aktiv mit

komplexen Inhalten auseinanderzusetzen.

Telegram

Telegram ist ein Messaging-Dienst, der
urspringlich fur die private Kommunikation
entwickelt wurde, mittlerweile jedoch auch
eine zentrale Plattform fir politische und
soziale Bewegungen darstellt. Telegram bie-
tet eine Mischung aus Chat-App, Instant-
Messaging und Messageboard, auf dem
Nutzer*innen textuell und mundlich kommu-
nizieren kdnnen. Der Dienst hat sich Uber die
Jahre zu einer Ankerstelle flr rechtsextremis-
tische Akteure und Organisationen entwickelt,
da hier ideologische Inhalte ungefiltert ver-
breitet, zu rechtsextremistischen Veranstal-
tungen mobilisiert und neue Anhé&ngerinnen
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rekrutiert werden. Rassistische, antisemiti-
sche, islamfeindliche oder gewaltorientierte
AuBerungen bleiben hier oft unwidersprochen
( Bundesamt fur Verfassungsschutz, 2024 ).

TikTok Guerilla

Selbstbezeichnung  eines  organisier-
ten Netzwerks aus AfD-nahen Aktivist*innen
(»Angerverse«), das seit 2024 gezielt TikTok
fur rechtspolitische Kommunikation nutzt.
Wie CORRECTIV B erstmals dokumentierte,
koordinieren sich die Teilnehmenden Uber
Telegram, um algorithmusoptimierte CapCut-
Vorlagen, vorbereitete Video-Template sowie
Rohmaterial (z. B. Reden, Interviews) bereitzu-
stellen. Unterstitzer*innen adaptieren diese
Inhalte, versehen sie mit Effekten und Musik
und verbreiten sie massenhaft auf TikTok, um
Depublikationen zu umgehen, Reichweite zu
generieren und den Eindruck einer organisch
gewachsenen, jugendnahen Unterstiitzerbasis
zu erzeugen (Schernd! & Nicolaus, 2024).

Umwegkommunikation

Umwegkommunikation ist ein Begriff aus
der Antisemitismusforschung und beschreibt
eine Strategie, bei der menschenfeindliche
Ideologien in verschlUsselter Form verbreitet
werden, um Zensur zu umgehen und unbe-
merkt eine Zielgruppe zu erreichen. Diese
Ideologien werden vor allem durch Sound,
gednderte Worte oder Emojis transportiert
(siehe auch Hidden Codes und Algospeak).
Der Unterschied zu Algospeak besteht darin,
dass Umwegkommunikation explizit men-
schenverachtende Inhalte verbreitet, wahrend
Algospeak auch sensible, tabuisierte Themen
wie die LGBTQ*-Community behandelt, die
von Plattformen eingeschrdnkt werden. Beide
Formen nutzen dhnliche Techniken, doch
Umwegkommunikation verfolgt eine gezielt
antidemokratische Agenda (Blumenthaler,
2023).

4chan

4chan ist ein anonymes, bildbasiertes und
weitgehend unmoderiertes Imageboard, das
2003 urspringlich als Plattform fir den Aus-
tausch Uber Animes und Mangas gegrindet
wurde (Ebner, 2023). Die Plattform ermaoglicht
es Nutzer*innen, ohne Registrierung Inhalte zu
posten und zu kommentieren, wobei alle Bei-
trdge anonym unter dem Pseudonym "Anony-
mous" erscheinen. Mittlerweile ist 4chan sowohl
als Ursprungsort zahlreicher Internet-Memes
bekannt als auch fur die Verbreitung von Ras-
sismus, Hassrede und rechtsextremistischen
Inhalten berlchtigt. Diese Dynamiken werden
durch die anonyme und unregulierte Struktur
der Plattform beglnstigt, die eine weitgehend
ungefilterte Kommunikation erméglicht.

/pol/ (Kurzform fir politically incorrect)
ist ein anonymes Unterforum auf dem Ima-
geboard 4chan, welches sich zu einem zent-
ralen Sammeltpunkt der extremen Rechten
entwickelte. Das Board ist v.a. bekannt fir die
Verbreitung von rassistischen, weiB suprema-
tistischen, antisemitischen, islamfeindlichen,
misogynen und queerfeindlichen Inhalten und
gilt daher als eines der ,4chan-Mobilisierungs-
zentren” (Beyer, 2021; Merrin, 2019).

Ein besonders kontroverses Unterforum ist /
pol/ (»Politically Incorrect«), das als bedeuten-
der Knotenpunkt der rechtsextremen Cyber-
kultur gilt. Dort werden taglich tausende ras-
sistische, antisemitische und frauenfeindliche
Inhalte und Memes geteilt. Zudem spielt /pol/
eine zentrale Rolle bei der Organisation von
rechtsextremen Netzaktionen und Kampag-
nen (Amadeu Antonio Stiftung, 2021).


https://www.verfassungsschutz.de/SharedDocs/kurzmeldungen/DE/2024/2024-09-18-rechtsextremismus-im-internet.html
https://correctiv.org/faktencheck/hintergrund/2024/08/22/rechte-propaganda-afd-werbung-von-tiktok-guerilla-shlomo-finkelstein-angerverse/

Weiterfuhrende
Sammlungen und
Ubersichten

Nachfolgend finden Sie eine Auswahl an
Ressourcen, die vertiefte Einblicke in die Sym-
bolik und die verschlisselten Codes der rechts-
extremen Szene bieten. Besonders Belltower.
News veroffentlicht regelmdBig Artikel zu die-
sem Thema und ist eine wertvolle Anlaufstelle
fur weiterfuhrende Informationen.

Artikel von Belltower.News:

Die codierte Sprache der Online-
Rassisten und rechtsextremen Trolle

Glossar liber die extrem rechte
digitale Subkultur

Queerfeindliche Narrative und
Dogwhistles

Rechtsextreme Sprachcodes

Rechtsextreme Symbole, Codes
und Erkennungszeichen

Die Symbole und Codes der
neonazistischen Szene

Ist das OK-Handzeichen ein Code der
rechtsextremen Szene?

Versteckspiel? Erkennungszeichen
moderner Nazis

Weitere Sammlungen:

Zahlencodes
Bundeszentrale fur politische Bildung (bpb)

Rechtsextreme Codes
Konrad-Adenauer-Stiftung (KAS)

Kein Filter fiir Rechts:
Instagram und rechtsextreme
Kommunikation

Correctiv

Bildungsstétte Anne Frank:

Safer TikTok

Das TikTok-Universum
der (extremen) Rechten -

Der Holocaust als Meme -

Amadeu Antonio Stiftung:

(R)echte Ménner und Frauen
Kreative, ans Werk!

Gaming und Rechtsextremismus
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https://www.belltower.news/rassistische-dog-whistles-die-codierte-sprache-der-online-rassisten-und-rechtsextremen-trolle-137159/
https://www.belltower.news/symbole-und-codes-queerfeindliche-narrative-und-dogwhistles-134233/
https://www.belltower.news/rechtsextreme-symbole-codes-und-erkennungszeichen-2-51356/
https://www.belltower.news/neonazis-erkennen-die-symbole-und-codes-der-rechtsextremen-szene-90089/
https://www.belltower.news/white-power-geste-ist-das-ok-handzeichen-ein-code-der-rechtsextremen-szene-152209/
https://www.belltower.news/rechtsextreme-sprachcodes-31230/
https://www.belltower.news/versteckspiel-erkennungszeichen-moderner-nazis-36160/
https://www.belltower.news/rechte-cyberkultur-glossar-ueber-die-extrem-rechte-digitale-subkultur-84077/
https://www.bpb.de/themen/rechtsextremismus/dossier-rechtsextremismus/500822/zahlencodes/
https://www.kas.de/de/web/extremismus/rechtsextremismus/rechtsextreme-codes
https://correctiv.org/top-stories/2020/10/12/kein-filter-fuer-rechts-instagram-rechtsextremismus-kommunikation-hashtags-emojis-codes/
https://www.bs-anne-frank.de/mediathek/publikationen/safer-tiktok-strategien-im-umgang-mit-antisemitismus-und-hassrede-auf-tiktok
https://www.bs-anne-frank.de/mediathek/publikationen/das-tiktok-universum-der-extremen-rechten
https://www.bs-anne-frank.de/mediathek/publikationen/der-holocaust-als-meme
https://amadeu-antonio-stiftung.de/wp-content/uploads/2024/06/Echte-Maenner-Netz-FINAL.pdf
https://www.amadeu-antonio-stiftung.de/wp-content/uploads/2023/10/AAS_dehate5_Memes.pdf
https://www.amadeu-antonio-stiftung.de/wp-content/uploads/2025/05/GamingUndRechtsextremismus_remake_web.pdf
https://www.bs-anne-frank.de/mediathek/publikationen
https://www.amadeu-antonio-stiftung.de/publikationen/
https://turtle-vr.de/
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